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# Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{A}$</td>
<td>bold capital letter is a matrix</td>
</tr>
<tr>
<td>$\mathbf{a}$</td>
<td>bold small letter is a vector</td>
</tr>
<tr>
<td>$\mathbf{A}'$</td>
<td>matrix transpose</td>
</tr>
<tr>
<td>$\mathbf{a}'$</td>
<td>vector transpose</td>
</tr>
<tr>
<td>$V_{I,t}$</td>
<td>value of index at time $t$</td>
</tr>
<tr>
<td>$V_{P,t}$</td>
<td>value of portfolio at time $t$</td>
</tr>
<tr>
<td>$S_{i,t}$</td>
<td>price of asset $i$ at time $t$</td>
</tr>
<tr>
<td>$R_{I,t}$</td>
<td>return of index at time $t$</td>
</tr>
<tr>
<td>$R_{P,t}$</td>
<td>return of portfolio at time $t$</td>
</tr>
<tr>
<td>$r_{i,t}$</td>
<td>return of asset $i$ at time $t$</td>
</tr>
<tr>
<td>$w_i$</td>
<td>weight of asset $i$</td>
</tr>
<tr>
<td>$n_i$</td>
<td>number of units of asset $i$</td>
</tr>
<tr>
<td>$t = 1, ..., T$</td>
<td>time periods</td>
</tr>
<tr>
<td>$i = 1, ..., N$</td>
<td>assets in the tracking portfolio</td>
</tr>
<tr>
<td>$Pr$</td>
<td>probability</td>
</tr>
<tr>
<td>$E$</td>
<td>expectation</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>covariance matrix of assets returns</td>
</tr>
<tr>
<td>$\bar{\mu}$</td>
<td>vector of expected assets returns</td>
</tr>
<tr>
<td>$\mathbf{S}$</td>
<td>squared root of covariance matrix of assets returns</td>
</tr>
<tr>
<td>$d$</td>
<td>degrees of freedom</td>
</tr>
<tr>
<td>$h$</td>
<td>VC dimension</td>
</tr>
</tbody>
</table>
1 Introduction

At the present time, there is a major trend in the financial markets of focusing on the common factors rather than the individual characteristics of assets. This tendency can be seen in the growing popularity of investing in indices. In June 2011, the total value of indexed assets under management worldwide was $5.994 trillion,\textsuperscript{1} 25% higher than the previous year ($4.781 trillion).\textsuperscript{2} The reason for this growth in popularity is that the portfolios, which replicate the performance of the indices, simplify the investment process and, at the same time, act as building blocks that can be used to construct larger investment portfolios that meet the objectives of investors.

The idea of indexing, of investing in a portfolio that covers the market or a segment of it, appeared in the early 1970s, as an answer to academic publications that had argued that it is difficult or even impossible to systematically beat the comprehensive stock market averages.\textsuperscript{3} Professor Burton Malkiel wrote, in 1973, in his book A Random Walk Down Wall Street:

\textit{What we need is a no-load, minimum-management-fee mutual fund that simply buys the hundreds of stocks making up the broad stock-market averages and does no trading from security to security in an attempt to catch the winners. Whenever below-average performance on the part of any mutual fund is noticed, fund spokesmen are quick to point out, "You can't buy the averages." It's time the public could.}\textsuperscript{4}

Nobel laureate Paul Samuelson continued along this line in 1974, in his article Challenge to Judgment in the Journal of Portfolio Management:

\textit{What logic can demonstrate is that not everybody, nor even the average person, can do better than the comprehensive market averages. That would contradict the tautology that the whole is the sum of its parts. If you select at random a list, of say 100 stocks and buy them with weights proportional to their respective total outstanding market values, although your sample’s performance will not exactly duplicate that of a comprehensive market average, it will come close to doing so – closer than if you throw a dart at only one stock, but of course not quite as close as with a sample of 200, 300, or all the stocks available in the marketplace.}\textsuperscript{5}

\textsuperscript{1} See Olsen (2011).
\textsuperscript{2} See Kozlowski (2010).
\textsuperscript{3} See Jensen (1968).
\textsuperscript{4} See Malkiel (2007, p. 359).
\textsuperscript{5} See Samuelson (1974, p. 18).
These ideas came into being on December 31, 1975, when John Bogle founded First Index Investment Trust, the first index fund for retail investors. Recently, after more than thirty years of index investing, John Bogle systematized the main requirements of indexing:

[T]he most effective means of building wealth is simply to emulate the annual returns provided by the financial markets, and reap the benefits of long-term compounding. This goal, as it turns out, can best be achieved by minimizing the costs of investing—sales commissions, advisory fees, taxes, and the like—and seeking to earn the highest possible portion of the annual return earned in each sector of the financial markets in which you invest, recognizing, and accepting, that that portion will be less than 100%. To achieve this goal, the ideal investment program includes four elements:

Simplicity: Matching, not beating, the markets; asset allocation that is strategic, not tactical.

Focus: Maximizing the productive economics (earnings and dividends, interest yields) of investing; minimizing the counterproductive emotions of investing (changing price-earnings ratios).

Efficiency: Economical operations; minimization of the frictional costs of fees and commissions and taxes.

Stewardship: Placing the interest of the client first; unyielding emphasis on human beings and eternal values—integrity, honesty, candour.

These four elements, simplicity, focus, efficiency, and stewardship are taken into account by index investing. Moreover, the investment portfolios for index investing are highly diversified portfolios, which allow investors to obtain the average market return at a minimum costs. This is in contrast to the costs that arise when a market participant tries to obtain an excess return over the market. In this case, the transaction costs and costs of research are much higher, because more trading and more research are needed to obtain returns above the market average. Hence, the goal of investing in the index is to invest in a diversified portfolio that gives the same return as the market while minimizing transaction costs.

However, to invest into the selected index one needs to construct the portfolio, which approximates this index. This is called index tracking. Hence, the solution of the index tracking problem is a portfolio that approximates the index. This portfolio is called the tracking portfolio. It is easy to build a tracking portfolio on paper: simply buy the stocks in the same proportions as they appear in the index and hold this portfolio. However, there are some pitfalls in practice. The computation of an index value does not take into account transaction costs, the liquidity of the assets, or taxes. These factors can reduce the gains from indexing. To overcome these problems, various approaches have been developed.

---


These approaches have their strengths and weaknesses. By selecting the method to track the index, investor evaluates the index tracking approaches using the following criteria: applicability of the tracking method, set up costs for a tracking portfolio, structural tracking error, maintenance costs, tax efficiency, flexibility of tracking portfolio, transparency of tracking method, and counterparty risk. As we show in this thesis, the simple replication of the index by purchasing the same fixed quantities of assets as are in the index is not always a suitable and applicable method. For example, if the index contains a group of illiquid assets, then transaction costs can increase significantly. Moreover, this method requires a large amount of initial capital. It is possible to reduce costs and the initial capital by decreasing the number of assets in the tracking portfolio. Based on this example, we can state the goal of the work.

The goal of this work is to make a comparison of the approaches to index tracking, highlighting their advantages and disadvantages, and identifying any problems with their application. On the basis of this comparison, a new method will be developed that improves on the existing ones. To achieve this goal, the research is organized as follows.

Chapter 2 starts with a discussion of the rationale behind indexing. Then, we describe the index construction methodology. After that, the common approaches to index tracking, which include physical (full replication and sampling) and synthetic replication, are presented and evaluated. The evaluation of these approaches indicates that the sampling approach is more flexible than full replication and more transparent than the synthetic approach.

In Chapter 3 we focus on the sampling approach used for index tracking. In this chapter, a literature review of the existing methods of sampling is carried out. Then, we show that there are weaknesses in the traditional measures that are used to evaluate the quality of tracking. In addition, we introduce a quality measure, which is focused on the crucial investment period. After that, we identify the requirements for an effective sampling approach.

Among the requirements for a sampling approach, one can point to the absolute and the relative stability of the tracking quality of the tracking portfolio. This is because, firstly, it is necessary that the sampling method constructs tracking portfolios with similar levels of tracking quality in both the estimation and investment periods (absolute stability of tracking quality). Moreover, it is desirable that those tracking portfolios with high tracking quality in the estimation period compared to alternative tracking portfolios also have high relative tracking quality in the investment period (relative stability of tracking quality). To evaluate the absolute stability, we compute the ratio of the tracking quality in the investment period to the tracking quality in the estimation period. To assess the relative stability, we introduce the stability ratio.
The next requirement for an effective sampling method is the resistance of the tracking portfolio estimation, which means that the tracking portfolio does not change dramatically when new information arises and, if the estimation period contains some less reliable data, then the optimized sampling method should not produce a result that is overoptimized towards these data.\(^8\) Resistant tracking portfolios are characterized by a low rate of turnover that reduces the transaction costs.

In Chapter 4, the traditional methods of sampling are verified empirically. First, we analyse the problem of how to model the portfolio structure: using weights or numbers of assets. We empirically show that, for a buy-and-hold strategy, there is a need to correct the asset weights in the tracking portfolio over time so as to be consistent with this strategy. Second, we analyse the absolute and relative stability of the tracking quality of tracking portfolios estimated using traditional sampling methods. In this context we empirically show that the tracking quality measure alone is not a good criterion for the selection of tracking portfolios. Third, we empirically show that the traditional sampling methods are not resistant to small changes in the data used to estimate the tracking portfolio weights. Slight modifications of the initial data in the estimation period lead to different estimates of the weights and, as a consequence, to different levels of tracking quality in the investment period.

Chapter 5 contains our contribution to the design of effective methods of sampling. We use techniques from statistical learning theory\(^9\) to overcome the drawbacks of traditional approaches for solving index tracking problem. These techniques include support vector machines for solving classification problems and support vector regression for solving regression problems. We apply these techniques for solving index tracking problem. Moreover, we extend support vector techniques and introduce the structural tracking error minimization (STEM) approach, which is based on the structural risk minimization principle in statistical learning theory. The main idea of this approach is that by adding additional constraints into the optimization problem, which represent the preliminary knowledge about the weights of the tracking portfolio, it is possible to improve the robustness of the solution. Moreover, using this approach it is possible to control the quality of fitting and to avoid the problem of overfitting. Additionally, we empirically show that this approach is able to improve the absolute and the relative stability of the tracking quality and increase the resistance of the tracking portfolio estimation.

The main contributions of this work include:

---

\(^8\) Adapted from Schöttle/Werner (2006, p. 129) to apply to index tracking.

• We analysed different methods for index tracking. Each of the methods of index tracking have strengths and weaknesses. However, sampling is a physical replication method that can be applied to any index. It is more flexible than full replication, and more transparent than synthetic. Moreover, it allows the index to be replicated by focusing on a trade-off between transaction costs and tracking error. These properties make it a good alternative.

• By applying sampling, the tracking quality in the investment period can be evaluated by traditional measures, such as MAD, MSE and TEV. However, we have shown, that these measures have weaknesses when used for this purpose. Therefore, we introduced the ex post tracking quality measure, which is the area between the normalized curves of the evolution of the values of the index and the tracking portfolio. Moreover, to evaluate the different methods of optimized sampling, the concepts of absolute and relative stability of tracking quality were introduced. Additionally, the importance of estimating resistant tracking portfolios was discussed.

• We showed empirically that tracking portfolios that are constructed by minimizing the traditional measures of tracking quality lack absolute and relative stability of tracking quality. We showed empirically that tracking portfolio estimation using the current sampling methods is not resistant to small changes in the dataset used for estimation. We showed that slight modifications of the data in the estimation period leads to different tracking portfolios being generated and, as a consequence, to different levels of tracking quality in the investment period.

• We introduced the STEM approach to overcome the drawbacks of the existing methods. This approach uses a capacity control on the set of models, which makes the estimation of the tracking portfolio resistant to the data used for the estimation. This helps to solve the problem of overfitting. STEM-based methods form a group of methods for index tracking, combining the data with preliminary knowledge expressed in informational structures. These methods have roots in statistical learning theory and can be based on different measures of tracking quality. We conducted an empirical comparison between the STEM-based methods and the traditional methods. The STEM-based methods extend the properties of the other methods. The empirical results show that, by using STEM-based methods, we can improve the resistance of the tracking portfolio estimation by controlling the complexity of the set of models. Moreover, the STEM-based methods can be superior to the traditional methods in terms of their tracking quality in the investment period. Additionally, we have shown that the STEM-based methods generate tracking portfolios with a better absolute stability of tracking quality than those produced by traditional methods. If we use an equal weighted (EW) structure, it is also possible to improve the relative stability.
2 Foundations of index tracking

Recently, complex index-based strategies have emerged to extend the classical strategy of investing in a broad market index. This has become a stimulus for the introduction of new indices, leading in turn to new ways of investing in and tracking the indices.

Hence, at the beginning of this chapter we discuss index-based strategies. After that, we explore the indices and their construction methodologies and describe the different types of index funds. Finally, we compare and evaluate tracking approaches, and assess their strengths and weaknesses.
2.1 Index-based investment

Index-based investment has become an integral part of asset management. The indices most widely used for investment are broad market indices. Investment in a broad market index is the main choice used by those wishing to have a stake in the development of the whole market. For example, investing in the S&P1500 index allows one to make returns based on the greater part of the US stock market.

There are four main reasons why such investment activity is advantageous for investors:

- The first is diversification. The market index is a highly diversified investment portfolio. The interdependence between the assets within this portfolio reduces the influence of individual assets on its overall performance.
- The second reason is that it is difficult to earn a return that exceeds the return on the market, as represented by the broad market index.
- The third reason is that investing in the market is a zero-sum game relative to the market average, which is represented by the market index. This means that the sum of gains and losses, which are calculated relative to the market average, among all participants in the market, is equal to zero. Hence, an excess return over the market average can only be obtained at the expense of the other market participants. As a consequence, there are market participants who obtain an above-market return, and there are those who receive a below-market return. Indexing allows for all market participants to obtain the average market return.
- The fourth reason is that the costs of investing in the index are low. This is in contrast to the costs that arise when a market participant tries to obtain an excess return over the market. In this case, the transaction costs and costs of research are much higher, because more trading and more research are needed to obtain returns above the market average.

Hence, the goal of investing in the index is to invest in a diversified portfolio that gives the same return as the market while minimizing transaction costs.
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10 See, for example, Malkiel (2007, pp. 179-214). For a comparison of different diversification strategies, see DeMiguel/Garlappi/Uppal (2009).
11 See, for example, Sharpe (1966), Treynor/Mazuy (1966), and Jensen (1968).
13 See Sharpe (1991, pp. 7-9) and Fuller/Han/Tung (2010, p. 40).
Additionally, investing in a broad market index is supported by modern portfolio theory. Markowitz introduces the risk/return trade-off and the concept of the mean-variance efficiency of portfolios.\textsuperscript{14} Using this concept and adding a cash asset (risk-free asset), Tobin\textsuperscript{15} proves the two funds separation theorem, which states that the investor, to maximize his utility, divides his wealth between some risky portfolio and the risk-free asset. Moreover, the proportions of the assets within the risky portfolio are always the same, and independent of the sum invested in the cash asset. Sharpe, Litner and Mossin generalize the two funds separation theorem to all investors and, as a consequence, develop the Capital Asset Pricing Model (CAPM).\textsuperscript{16}

This theoretical model claims that, under very strict assumptions, all investors hold in equilibrium the mean-variance efficient portfolio, which is called the market portfolio, with the same proportions of risky assets. If this is not the case, then the investment is not optimal because investment in a portfolio other than the market portfolio produces a worse return/risk ratio than combining the market portfolio with the cash asset. As a consequence, if all investors hold the same portfolio, then the market portfolio can be represented by the broad market capitalization-weighted index.

The statement that investing in the broad market capitalization-weighted index is the only correct choice is widely criticized. First, the usage of the broad market index as a proxy for the market portfolio cannot be justified, since there are other assets, for example human capital and real estate, that must be taken into account.\textsuperscript{17} Second, empirical studies show that the broad market indices are not mean-variance efficient.\textsuperscript{18} Third, the presence of taxes changes the preferences of investors. For example, pension funds, which are not sensitive to taxes, prefer stocks with higher dividend rates, while individuals, who are sensitive to taxes, invest in stocks that provide higher capital gains.\textsuperscript{19} These criticisms show that there could be other ways of meeting investment objectives.

Studies by Fama and French demonstrate empirically that there are other important factors, besides risk, that influence the return on assets.\textsuperscript{20} These factors are the size of the company and its value. The size of the company is expressed in terms of market capitalization, with

\begin{itemize}
\item \textsuperscript{14} See Markowitz (1952, pp. 77-91).
\item \textsuperscript{15} See Tobin (1958, p. 84).
\item \textsuperscript{16} The CAPM was developed by Sharpe (1964, pp. 425-442), Lintner (1965, pp. 13-37), and Mossin (1966, pp. 768-783).
\item \textsuperscript{17} See Roll (1977, p. 130) and Goltz/Le Sourd (2010, p. 6).
\item \textsuperscript{18} See, for example, Grinold (1992), who checks five markets: the United States, the United Kingdom, Australia, Japan, and Germany.
\item \textsuperscript{19} See Miller (1978, p. 142).
\item \textsuperscript{20} See Fama/French (1992, pp. 427-465) and Fama/French (1993, pp. 3-56).
\end{itemize}
companies usually categorized into small, medium, or large. The value of the company is expressed by the book-to-market ratio. Using this ratio it is possible to assign the company to one of two classes: it is called a value company if the ratio is low and a growth company if the ratio is high. Empirical results show that growth and value stocks behave differently, and that small companies’ stocks may provide excess returns over those of large companies. This fact becomes the basis for the so-called style strategies. These strategies can also be implemented on the basis of indices. Currently, indices are developed that reflect the behaviour of the companies, grouped by size or value.

Additionally, there are empirical findings that show that geographical location or membership of a particular industrial sector can explain the returns of a particular company. There are appropriate indices, covering industrial sectors and regions. By investing in these indices, it is possible to implement different investment strategies, for example, the sector rotation strategy, the idea of which is to change the weights of the sectors in the portfolio depending on the business cycle, underweighting weak sectors and overweighting strong ones.

Additional diversification of the portfolio can be achieved by investing in commodity, fixed-income, and real estate markets. These markets are typically uncorrelated with the stock market and differ in performance and risk. Investing in these markets can also be achieved by investing in appropriate indices.

A large number of index-based strategies belong to the group of semi-active strategies. This means they are index-based but have the potential to outperform the broad market index. The goal of these strategies is to earn excess returns over an index but at the same time pay attention to the quality of tracking. In other words, these strategies seek a trade-off between excess portfolio returns and tracking quality. We describe two of them: core-satellite and enhanced indexing.

The core-satellite strategy separates the “beta” of the investment portfolio from its “alpha”. Part of the portfolio is invested in a broad market index. This part produces the “beta”. The other part is invested with the aim of outperforming the index, producing the “alpha”. The excess return of the portfolio (“alpha”) can be obtained by overweighting a certain group of
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26 See, for example, Michalik (2008, pp. 52-57), Adams/Maeda/Schoenfeld (2004, p. 492), and Sorensen/Miller/Samak (1998, pp. 18-31).
stocks, for example, by investing in a more prospective sector. The overweighting or underweighting can also apply to individual assets, for example using fundamental analysis to determine stocks with performance potential.\textsuperscript{27} The core-satellite strategy can be extended by the so-called tax-optimized core, in which the core is designed to offset the capital gains from the satellite.\textsuperscript{28} This strategy is widely used by professional investors.

There are also enhanced indexing strategies of both non-statistical and statistical natures.

The non-statistical enhanced indexing strategies are based on using a form of arbitrage opportunity to enhance the return of the portfolio over the return of the broad market index. There are different enhancement possibilities, for example convertible securities arbitrage: buying convertible securities and short selling the common stocks of the same issuer. The arbitrage opportunity is the difference between the current price of the stock and the price of the convertible security. Another example is futures/index arbitrage: selling the futures on the index and constructing a tracking portfolio to track this index. The arbitrage opportunity is the difference between the futures price and the value of the tracking portfolio.\textsuperscript{29}

The first statistical enhanced indexing strategy is tracking an artificial index.\textsuperscript{30} Using this strategy, a base index is selected and a new artificial index is constructed as the sum of the base index return plus a moderate positive constant value. Then, using optimization, an investment portfolio is selected to replicate this new artificial index. There is an expectation that this investment portfolio will produce higher returns than the base index.

The second statistical strategy is a market-neutral one, where two artificial indices are defined: the return of the base index plus a constant value and the return of the base index minus a constant value.\textsuperscript{31} Then, two portfolios are constructed, replicating these two indices. The first portfolio produces a higher return, and the second a lower return, than the market. The assets in the first portfolio are bought and the assets in the second portfolio are sold, without coverage. This allows the investor to increase the portfolio value due to the growth in stock prices in the first part of the portfolio and the fall in stock prices in the second part. Hence, this strategy extends the return of the index in both directions.

\textsuperscript{27} See Loftus (1997, pp. 35-53).
\textsuperscript{28} See Quisenberry (2009, pp. 299-310).
Indexing is not only restricted to meeting investment objectives. It can also be used to perform other portfolio management-related tasks, for example, risk management, hedging, rebalancing, and cash management.  

As shown above, different investment strategies can be implemented on the basis of indices. As a consequence, the intended purpose of the indices, to track the performance of a market or one of its segments, is changed. Nowadays, there is a close relationship between indices and investment portfolio management. Indices are used as a basis for index investment strategies and as benchmarks for the evaluation of the performance of active investment strategies. Therefore, in the next section we describe the methodology used to construct indices from the perspective of a portfolio manager.

---

2.2 Index construction

2.2.1 Equity indices

2.2.1.1 Construction rules

Equity indices are constructed using predefined sets of rules. These rules are active decisions made by index providers. There are various index providers. The most popular are Standard & Poors, Stoxx, Russell, MSCI, NYSE Euronext, and Deutsche Börse. Generally, the index provider selects the following:

- the index universe;
- the number of assets in the index;
- selection criteria for the assets;
- the weighting schema;
- rules for index readjustments;
- a reinvestment policy for periodic cash flows;
- the treatment of tax.

Index universe

![Index universe diagram]

The first step in index construction is the selection of the index universe. This is a list of assets, from which the index provider draws assets to make up the index. The assets in the list typically have one property in common (see Figure 2.1), for example, size, sector, geographic region, or style.
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33 See Fuller/Han/Tung (2010, pp. 36-38) and Maginn et al. (2007, p. 413).
By creating indices with different index universes, the index provider meets two objectives that are important to portfolio managers. The first is that the portfolio manager investing in the index has a choice between different investment strategies. The second is that the portfolio manager can evaluate investment portfolios against the index, which can be used as a benchmark.

**Number of assets**

The second step in index construction is the selection of the number of assets to be included. The number of assets is one of the measures of index diversification. Here, there is a trade-off. The fewer assets included, the easier it is to invest in the index. However, the index also becomes less diversified and loses its ability to represent the performance of the underlying group of assets.

**Selection criteria for assets**

The next decision to be made is how to select those assets to be used in the index from the index universe. Predefined selection criteria vary across index providers and indices.

The liquidity of the stocks is an important criterion for their selection in investable benchmarks.34 If the stocks are illiquid, it will be difficult to use the index as a basis for index-based strategies. The liquidity of the stock is characterized by different factors. Market capitalization is the most important, indicating the investment capacity of the stock. The market capitalization of the company is calculated as the price of the stock multiplied by the number of stocks outstanding. For usage in indices, market capitalization is typically corrected using the free float factor, to give the percentage of market capitalization available for trading, since some stocks are held by company owners or management and are not publicly traded. The next factor influencing stock liquidity is the tradability of the stock. This is expressed in terms of traded volume, listing on exchanges, and price level. Hence, the index providers select companies for inclusion in indices based on whether they satisfy liquidity constraints, which in turn are based on the above factors.

As well as liquidity, there are other criteria for inclusion in indices. For inclusion in the S&P500, S&P MidCap 400, and S&P SmallCap 600 indices, companies should have had four consecutive quarters of positive earnings.35 Companies are eligible for inclusion in the DAX, MDAX, SDAX and TecDAX indices if they are listed in the Prime Standard segment of the Deutsche Börse, which imposes special requirements on the reporting and viability of
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companies. In contrast, the rules for inclusion in the Russell indices are less restrictive; these indices include common stocks of US companies and have no special requirements regarding the companies’ viability.

The selection criteria are important because they determine the differences between indices. For example, the performance of one index, based on the 500 companies from the S&P500 index, will be significantly different from that of another, based on the 500 companies in the Fortune 500 list.

**Weighting schema**

![Weighting schema](image)

The next choice made by the index provider is the weighting of the stocks. There are various weighting schemas (see Figure 2.2):

- price weighting;
- market value (capitalization) weighting;
- equal weighting;
- fundamental weighting.

The oldest weighting schema is price weighting, which is computed as an arithmetical average of the assets’ prices in the index. It was introduced on July 3, 1884, with the calculation of the Dow Jones Average index. This index is still price weighted and is now called the Dow Jones Industrial Average (DJIA). The advantage of the price-weighting schema is its simplicity. Its main disadvantage is that price does not represent the market
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36 See Deutsche Börse (2011, p. 20).
37 See Russell (2011, pp. 3-6).
38 See Arnott/Kuo (2011, pp. 36-46).
value of a company. As a consequence, a small company with a high stock price will influence the index more than a large company with a low stock price.

Capitalization weighting is a more comprehensive approach. It uses additional information about the numbers of stocks outstanding. In recent times, the capitalization-weighting schema has been extended to a free-float-weighting schema that reduces the group of stocks to those available on the market. As was mentioned earlier, the capitalization-weighted schema is supported by the CAPM. It has both advantages and disadvantages. Advantages include the fact that constant numbers of units of assets, rather than weights, are included in the index. Hence, it is possible to build a tracking portfolio that does not need to be rebalanced. Moreover, the most liquid companies receive greater weight in the index, since market capitalization is an indicator of liquidity and investment capacity. However, the main problem with this schema is that it causes a shift towards overpriced stocks, which should be avoided when investing.

Another approach is the equal weighting of stocks. This schema includes all stocks in the index with the same weight. The advantage is that all stocks influence the index equally. This is equivalent to the naïve diversification of the investment portfolio. However, there are some disadvantages in weighting assets equally. The first is that the small companies influence the index as much as the large companies. Moreover, a liquidity problem arises for large equal-weighted indices, since investments in small companies need to be made at the same level as they are made in large companies. Additionally, the numbers of each stock included in the index are not constant; they vary with the prices of the stocks to keep their weights constant.

Fundamental weighting of assets has appeared recently. The assets in the index are weighted based on fundamental factors, for example, book value, revenue, sales and dividends. This weighting schema has the same disadvantage as equal weighting: the numbers of stocks used are not constant. The advantage of this schema is that only fundamental factors are used to
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39 Details are discussed in Section 3.3.4.
40 See Arnott/Hsu/Moore (2005, p. 84).
41 See Miller (1978, pp. 17-28), Hsu (2006), and Arnott/Hsu/Moore (2005, p. 84).
42 See DeMiguel/Garlappi/Uppal (2009).
43 See Arnott/Hsu/Moore (2005, p. 84).
44 See Arnott/Hsu/Moore (2005, p. 84).
45 See Arnott/Hsu/Moore (2005, p. 83).
46 See Arnott/Hsu/Moore (2005, p. 83).
determine the weights of the stocks and, as a consequence, overpriced stocks have less of an
effect on the index value.\textsuperscript{47}

There are also other, less widely-used weighting schemas. For example, the weights can be
determined by optimization procedures. One can compute the minimal variance portfolio, and
use the weights in this portfolio to weight the assets in the index.\textsuperscript{48} Another method of
calculating index weights is the maximization of the Sharpe ratio (the excess return of the
portfolio divided by its standard deviation). The solutions of both optimization problems are
portfolios that lie on the efficient frontier of risky assets. As a consequence, an index using
such weighting schemas is mean-variance efficient, in contrast to the market capitalization-
weighted indices, which are mean-variance inefficient, as shown by empirical tests.\textsuperscript{49}

Sometimes, additional restrictions are placed on the weights of the companies in an index. For
example, in DAX indices, the weight of an individual share should be less than 10\%.\textsuperscript{50} This
limits the influence of individual companies on the index. However, during the computation
of the index, this restriction needs to be taken into account.

\textbf{Index readjustments}

Additions and deletions of companies are one of the reasons why index readjustments might
be needed. A deletion might happen if a company filed for bankruptcy or no longer met the
criteria for inclusion in the index. Analysing Table 2.1, we can conclude that additions and
deletions are not rare events. The broad market indices, for example the S&P1500, and small
capitalization indices, for example the S&P Small 600 and the SDAX 50, are more
susceptible to changes than the other indices.

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{47} See Siegel (2008, p. 354).
\item \textsuperscript{48} See Greifeneder (2011).
\item \textsuperscript{49} See Amenc et al. (2011).
\item \textsuperscript{50} See Deutsche Börse (2011, p. 12).
\end{itemize}
\end{footnotesize}
Table 2.1: Index additions and deletions. Source: Standard & Poor’s, Deutsche Börse.

*MDAX has changed its composition from 70 constituents to 50.

There are different rules specifying when changes take effect. The Russell applies changes to its indices once a year. The Deutsche Börse makes a review of the DAX indices once a quarter. Standard & Poor’s applies changes to its indices as they are needed.

Additions and deletions are not the only source of readjustments. Corporate actions that change market capitalization also contribute to changes in the market-weighted indices. The
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51 See Russell (2011, p. 2).
52 See Deutsche Börse (2011, p. 43).
dynamic of these actions can be demonstrated using the values of the index divisor\textsuperscript{54} for the S&P1500 index (see Figure 2.3). The index divisor is used to compensate for changes in the numbers of stocks of a company, so as to hold the value of the index fixed.

Corporate actions that cause changes in the index divisor include the following:\textsuperscript{55}

- company added/deleted;
- change in shares outstanding;
- spin-off;
- change in float factor;
- special dividend;
- rights offering.

**Reinvestment policy for periodic cash flows and tax treatment**

According to the reinvestment policy for periodic cash flows, indices are divided into price, total return (performance), and net return indices (see Figure 2.4). Price indices only reflect the movements of stock prices. Total return indices also include the dividends. Net return indices are adjusted for taxes as well as including dividends. Some indices have several forms. For example, DAX indices can be calculated as either price or total return indices. The S&P500 is a price index, but there is also the S&P500 dividend index. By combining the two, it is possible to calculate the S&P500 total return index. Russell indices are total return indices.

<table>
<thead>
<tr>
<th>Index type by reinvestment policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
</tr>
</tbody>
</table>

**Figure 2.4: Index type by reinvestment policy**

There are two possibilities for reinvesting dividends: at the stock level, where the dividends from the stock are fully invested in the same stock, and at the index level, where the dividends from one stock are reinvested in all the stocks in the index, in proportion to their weights. The reinvestment of dividends is typically done on the ex-date\textsuperscript{56}, not on the pay date. Hence, the prices of the stocks reflect the dividend payments.\textsuperscript{57}

\textsuperscript{54} Details about the index divisor are given in Section 2.2.1.2.
\textsuperscript{56} The ex-date is the date when the security is traded without the announced dividends.
\textsuperscript{57} See Russell (2011, p. 21).
The tax treatment varies between indices and index providers. For example, the Standard & Poor’s and Russell families of indices do not include taxes. However, Stoxx assumes the reinvestment of dividends under the highest tax rate, which depends on the country, in calculating the net return indices. For example, the tax rate for Germany was 26.38% in 2011.\(^{58}\)

### 2.2.1.2 S&P1500

To illustrate the methodology used to construct indices, we will use the S&P1500 index as an example. This index will be used throughout the thesis, since it is a broad market index, containing stocks with different levels of market capitalization and from different industries. Hence, it is useful for showing the problems that can arise when tracking indices of such types.

The S&P1500 is a price index, covering the entire US market. It combines a large cap index, the S&P500, a mid cap index, the S&P400, and a small cap index, the S&P600.\(^{59}\) The main decisions made by the index provider for this index are shown in Table 2.2.

<table>
<thead>
<tr>
<th>index universe</th>
<th>U.S. Companies large cap, mid cap and small cap</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of assets in index</td>
<td>1500</td>
</tr>
<tr>
<td>selection criteria for assets</td>
<td>Assets with large capitalization within its group, where free float factor is larger than 50%</td>
</tr>
<tr>
<td>weighting schema</td>
<td>float weighting</td>
</tr>
<tr>
<td>time for index readjustments</td>
<td>if required</td>
</tr>
<tr>
<td>reinvestment policy for periodic cash flows</td>
<td>No</td>
</tr>
<tr>
<td>treatment of tax</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2.2: S&P1500 Methodology

The index value \( V_{I,t} \) at time \( t \) is calculated as follows: \(^{60}\)

\[
V_{I,t} = \sum_{i=1}^{N} \frac{n_{i,t} S_{i,t}}{D_{t}}.
\]

---

\(^{58}\) See Stoxx (2011a, p. 14) and Stoxx (2011b).


where \( n_{i,t} \) is the free float number of stock \( i \), \( S_{i,t} \) is the price of stock \( i \), and \( D_t \) is the index divisor.

The weight of stock \( i \) at time \( t \) is calculated as follows:

\[
w_{i,t} = \frac{n_{i,t} S_{i,t}}{\sum_{j=1}^{N} n_{j,t} S_{j,t}} = \frac{n_{i,t} S_{i,t}}{\sum_{j=1}^{N} n_{j,t} S_{j,t}}.
\]

Hence, the stock weight can be calculated using the free-float-adjusted market capitalization, without knowing the value of the index divisor.

The mechanics of the index divisor can be illustrated using an example. Suppose the number of stocks of company \( i \) in the index changes from \( n_{i,t} \) to \( n'_{i,t} \) as a result of corporate actions. However, the performance of the market should stay unchanged. Hence, to maintain the value of the index at the same level, the index divisor must be adjusted so that:

\[
\sum_{i=1}^{N} \frac{n_{i,t}}{D_t} S_{i,t} = \sum_{i=1}^{N} \frac{n'_{i,t}}{D'_t} S_{i,t}
\]

This means that the new value of the divisor \( D'_t \) is:

\[
D'_t = D_t \frac{\sum_{i=1}^{N} n'_{i,t} S_{i,t}}{\sum_{i=1}^{N} n_{i,t} S_{i,t}}
\]

As a result, the divisor reflects the change in the number of stocks.

### 2.2.2 Alternative indices

There are also some alternative indices. The most popular among them are the fixed-income and commodity indices.

Fixed-income indices are composed of bonds. They can be based on government bonds, for example Barclays Capital Euro Government Bond Indices and FTSE UK Conventional Gilts, or corporate bonds, for example the Markit iBoxx Corporate Bond Index and Barclays Capital Euro Corporate Bond Index. These indices are weighted using market debt, which is similar to using market capitalization for equity indices.\(^6\) However, for debt indices, this weighting

\(^6\) See Barclays (2008).
schema can lead to the bums problem, where low-quality bonds with a lot of outstanding debt are heavily weighted in the index, but high-quality bonds with little outstanding debt are not.62

Commodity indices, which represent investment in commodities such as gold, copper or sugar, can be constructed based on commodity spot or futures prices. For example, the DJ-UBSCI, RICI, and S&P GSCI indices are all based on futures contracts. The weighting schema used for the S&P GSCI index is a world-production weighting. The schema used for DJ-UBSCI is based on liquidity and production.63

There are also some less popular indices, which track real estate, hedge funds, inflation, private equity, and so on. These indices are typically not transparent and have structures that make it more difficult to invest in them. However, it is possible to invest in them. Tracking methods have been developed that can be used to track their performance.

---

63 See DJUBS (2011, p. 2).
2.3 Types of index funds

For a typical portfolio manager there are different ways to invest in indices. One way is to build and maintain a tracking portfolio. Another way is to invest in an index fund. In this case, the manager of the index fund has to solve the tracking problem. Hence, for every existing index product there must be a tracking of the index.

Index funds can be categorized into open-end funds (mutual funds) and exchange-traded funds (ETFs). The fund invests in a diversified portfolio of securities and sells parts of this portfolio to investors in the form of shares. Mutual funds offer shares on the over-the-counter (OTC) market, while shares in ETFs can be purchased on the exchange. Hence, ETFs are traded intraday, while mutual funds are traded at most once a day.

Depending on the tracked index, funds can be accumulative or non-accumulative. Accumulative funds reinvest dividends, while non-accumulative funds distribute them to the investors.

Funds are measured by their net asset value (NAV), which is the real value of the shares in the fund. The NAV is calculated as the ratio of the market value of the portfolio minus the liabilities to the number of shares outstanding:

\[
NAV = \frac{\text{market value of portfolio} - \text{liabilities}}{\text{number of shares outstanding}}.
\]

The mutual fund manages the sale and purchase of shares itself (see Figure 2.5).
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64 There are other types of fund: closed-end funds and unit trusts. For details, see Jones/Fabozzi (2002, pp. 503-530).

65 See Kosev/Williams (2011, p. 52).

66 See, for example, Jones/Fabozzi (2002, pp. 503-530) and Gastineau (2002, p. 531-554).
When purchasing, the investor pays the fund and receives shares. The mutual fund reinvests this cash in securities. If the investor wishes to sell his shares, the mutual fund sells a part of the portfolio and pays the investor back.

An ETF has a complex investment structure (see Figure 2.6).

![Figure 2.6: The ETF Share Creation Process](image)

The investor buys and sells ETF shares directly at the exchange, in the same way as he might buy and sell stocks. The market maker controls the liquidity of the ETF shares at the exchange. If there is a difference between the NAV and ETF prices, then the market maker will sell or buy ETF shares to remove this difference. The market maker has two sources of liquidity available to him so that he can accomplish this task; the first is to buy ETF shares at the exchange, and the second is the OTC market. At the OTC market, the market maker requests large blocks of ETF shares from the ETF provider in exchange for cash or securities (the latter is called in-kind delivery). This is a process that creates ETF shares. In reverse, the redemption process occurs when the market maker requests cash or securities from the ETF provider in exchange for ETF shares.

The difference in the way ETFs and mutual funds are constructed produces a difference in costs. The ETF provider always operates with large blocks of fund shares, because it trades with market makers. In contrast, the mutual fund operates with small blocks of fund shares, because it trades directly with investors. Hence, the rebalancing needs of the mutual fund are higher than those of the ETF. This produces a larger number of transactions for the mutual fund and, as a consequence, leads to higher transaction costs and taxes on capital gains. Moreover, the accounting costs are higher for mutual funds than for ETFs because, in the first case the accounting is done at the fund level, while in the second case it is done at the shareholder level.

The ETF has the option of achieving tax optimization internally. This can be illustrated by an example. Suppose we have two units, created at two different points in time. The first unit
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67 Based on Tucker/Laipply (2010, p. 43).
68 See Kostovetsky (2003, p. 84).
contains asset A, with price 100, and the second unit contains the same asset A, with price 150. Assume that the price of asset A at the current time is 160. Which unit is it better to redeem? For the first unit, the capital gain would be 160-100=60, while for the second unit it would be 160-150=10. It is thus clear that, for tax reduction, it is better to redeem the second unit. However, it is important to note that the unit in which asset A has price 100 still exists, and will be redeemed later. Hence, it is not possible to avoid the payment of tax, but it is possible to delay payment, keeping it as part of the portfolio and thus possibly producing additional profit. The same method of tax optimization cannot be done for mutual funds, since the mutual fund has no way of controlling the inflows/outflows of investments that compel it to buy and sell shares without delay. In contrast, the ETF controls its own creation/redemption process.

However, with mutual funds, the purchasing costs are lower, because ETFs contain the bid/ask spread (deviations between the purchase price and the sell price around the NAV) and the brokerage commissions. Hence, for investors who regularly invest a small amount of capital, mutual funds can be a better choice.

The legal regulations for ETFs and mutual funds are different in Europe and the USA. In Europe, there is no difference between ETFs and mutual funds; both must conform to the UCITS Directive. However, ETFs are not seen as mutual funds in the USA.

ETFs have become a very popular investment vehicle. The total value of assets managed by ETFs rose from $74.3 billion in 2000 to $1,366.1 billion in 2011. There is concern among regulatory authorities that the creation/redemption process of ETFs is an OTC transaction. Under stressed conditions, delays in the liquidation of ETFs can lead to significant losses for investors.

ETFs and mutual funds use the same approaches to replicate the index. We describe these approaches in the next section.
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70 Undertakings for Collective Investments in Transferable Securities.
71 See Ramaswamy (2011, p. 3).
72 See Blackrock (2011).
73 See IMF (2011, p. 71).
2.4 Tracking approaches

There are two groups of methods that can be used for index replication: physical replication and synthetic replication. The first group, which includes full replication and sampling, is based on direct investment in the assets. The second uses derivative contracts.

2.4.1 Physical replication

2.4.1.1 Full replication

The full replication approach can be used to replicate indices that have a transparent, investable structure. This means that the index is computed as a sum of the products of asset prices and their quantities. Hence, to achieve the same performance as the index, the tracking portfolio can be built by purchasing the same fixed quantities of assets as are in the index.\(^{74}\) On paper, full replication is the simplest method of constructing a tracking portfolio. However, this does not always hold in practice.

Assume that the investor’s goal is to set up a new tracking portfolio using full replication. The investor faces two problems in using this method.

The first problem is related to the purchase price of the assets. There are various costs associated with the acquisition of an asset, which increase its purchase price:\(^{75}\)

- *Opportunity costs*. These costs occur if the price of the asset changes over the time required to execute the market order. Another cause of such costs is the failure of the execution of the market order.
- *Market impact costs*. The bid/ask spread, which depends on the liquidity of the asset, means that the purchase price of the asset may differ from its price in the index. This is especially relevant for illiquid assets.
- *Transaction costs*. These include commission and custodial fees.

Hence, the purchase price of the asset is not equal to the price of the asset, which is used to calculate the index.

The second problem relates to the quantity of the asset purchased. There is a problem with rounding.\(^{76}\) If the amount of the asset that must be purchased is determined in the index to

\(^{74}\) See Rudd (1980, p. 58).

\(^{75}\) See, for example, Hafner/Puetz/Werner (2003, p. 20).
three decimal places then, to avoid problems with rounding, the initial value of the portfolio will need to be increased. As a result, the full replication method can be very capital intensive.\textsuperscript{77} Depending on the number of underlying assets in the index, a huge amount of capital may be needed to completely rebuild the index and avoid problems with rounding. Moreover, if the quantity of a certain asset in the index is very small, then it is sometimes better to exclude it from the portfolio altogether, to reduce the administrative work. The alternative solution is to increase the value of the portfolio, thereby increasing the amount of this asset that one needs to purchase. As a result, the full replication method is most suitable for large tracking portfolios in which it is possible to avoid problems with rounding and small positions.

\textbf{2.4.1.2 Sampling}

The second method of physical replication is sampling.\textsuperscript{78} Here, the index is reproduced using a tracking portfolio containing a smaller number of assets, mostly components of the index. Hence, the tracking portfolio is different from the index and the reproduction is imperfect. In this method, three steps have to be performed. In the first step, the size of the tracking portfolio is chosen. In the second step, the assets included in the tracking portfolio are selected. In the third step, weights are assigned to each asset. The assets are selected and weighted using either meta-heuristic or classical optimization methods, with the aim of approximating the risk structure of the index.\textsuperscript{79}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{assets.png}
\caption{Overlapping of Assets from the Tracking Portfolio and the Index\textsuperscript{80}}
\end{figure}

\textsuperscript{76} See Dorfleitner (1999, pp. 493-502).
\textsuperscript{78} See Montfort/Visser/van Draat (2008, p. 144).
\textsuperscript{80} See Kusiak (2010).
Under the sampling approach, the tracking portfolio can contain various assets, which could be (see Figure 2.7)

a) a part of the benchmark
b) not a part of the benchmark or
c) a combination of a) and b).

When applying sampling, it is necessary to choose the structure of the sampling universe, that is, to decide whether to use a), b), or c). This choice depends on the structure of the index. For indices with transparent, investable structures, the typical choice is a). However, variant c) can extend the flexibility of the replication at the expense of transparency. For some exotic indices, which do not have investable structures behind them, the best choice is b).

2.4.2 Synthetic replication

Synthetic replication is the replication of the index using derivative products, such as futures, options, swaps or equity-linked notes.

2.4.2.1 Instruments

2.4.2.1.1 Futures

The first method involves buying futures contracts on the index to be replicated. The price of the futures depends on the spot level of the underlying index. To fulfil the goal of index tracking, the purchase price of the futures contracts should be only slightly different from the current index level. This difference can be interpreted as a cost of tracking.

The futures markets are very liquid and there is no counterparty risk. Moreover, futures contracts are leveraged, which means that no initial capital is required to open positions in futures contracts. The capital is only required later, to cover the margin between the purchase price and the current level of the index.

The spread between the futures price and the spot price is called the cost of carry. The cost of carry depends on the ability to replicate the return of the index using physical replication. For example, if the cost of physical replication is lower than the cost of carry on the market, then there is an opportunity for index arbitrage. One can replicate the index using physical
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replication and at the same time sell the index futures. The difference between the cost of carry and the cost of physical replication is an arbitrage profit.

The main drawback of using futures for index tracking is that they have expiration dates. On the expiration date, open positions must be closed and new positions opened. This operation is called rollover. A negative difference between the closing and new opening prices will increase the costs of tracking.

It is worth noting that futures on price indices deliver only a price return. Hence, by using futures to track indices, the investor loses the dividends that would be obtained by physically replicating the index. Transaction costs must also be considered when selecting futures to track the index.

2.4.2.1.2 Options

The second instrument that can be used to track an index is options. In this case, one needs to buy call and sell put options on the index one wishes to track. There are two strategies in use.

The first strategy is the synthetic long index (see Figure 2.8). It consists of buying a call and selling a put with the same strike price. The combined pay-offs from these two contracts gives the value of the index (bold black line).

The second strategy is the long combo (see Figure 2.9). This strategy involves buying a call and selling a put with different strike prices. The strike price of the call should be lower than that of the put. This strategy is very similar to the synthetic long index, with the exception that there is an insensitive area between the call strike and the put strike. If the index value is in the interval between the two strikes then the total pay-off from the two contracts is equal to zero. If the level of the index is either above the put strike or below the call strike, then the value of the tracking portfolio containing the short put and the long call is equal to the value of the index.

---

Options strategies are leveraged strategies. The costs of obtaining the index return include the call premium minus the put premium, rollover costs, and transaction costs. Moreover, there are no dividends when using options to track price indices, which must be taken into consideration.

### 2.4.2.1.3 Swaps

The third method is to use index swaps. A swap is an OTC instrument, requiring a counterparty. The index swap contract entails one party agreeing to pay the other party the index return in exchange for a small fee and the return on the portfolio, which is held by the other party (see Figure 2.10).\(^4\)

---

The swap contract is a simple way of obtaining the index return, but it is necessary to find a counterparty.

2.4.2.1.4 Equity-linked notes

The fourth method is to invest in an equity-linked note.\textsuperscript{85} This is another OTC instrument, which is very similar to a swap (see Figure 2.11).

The investor invests in the equity-linked note and receives the index return. Typically, the principal is protected. The only counterparty risk is related to the index return.

2.4.2.2 Structuring the index fund

Index funds are legally limited in their use of synthetic replication. This has led to the creation of special structures, designed for index funds. The most commonly used structures are the unfunded swap and the funded swap.\textsuperscript{86}

\textsuperscript{85} See Ramaswamy (2011, p. 6).
\textsuperscript{86} See Johnson/Bioy/Rose (2011, p. 7).
In the unfunded swap (see Figure 2.12), the issuer of the index fund or ETF constructs an in principle arbitrary portfolio and the counterparty agrees to pay the index return in exchange for a small fee and the return on the issuer’s portfolio. The substitute portfolio is a pledge, made to the investor in case the swap counterparty goes bankrupt. Moreover, the value of the swap part is legally limited so as to reduce the counterparty risk.\footnote{For example, in the EU, this risk is limited to a maximum of 10\% exposure to the swap counterparty. See Ramaswamy (2011, p. 7) and Kosev/Williams (2011, p. 59).} The swap part in this case is not collateralized.

The funded swap structure is an extension of the unfunded one, in which the swap part is collateralized or even overcollateralized (see Figure 2.13). The collateral is held by a custodian. This variant is used by the ComStage ETF.\footnote{See ComStage (2011, p. 14).}

\footnote{Based on Michalik (2008, p. 63).}

\footnote{See Article 52 of the UCITS Directive.}
There is another version of the funded swap (see Figure 2.14), in which the substitute portfolio and the swap collateral are combined into one portfolio that is then placed with the custodian. Among practitioners, this transaction is called a swap but, as noted by Ramaswamy\(^91\), this is misleading because there is no actual swap transaction as there is in the first type of funded swap. This transaction type is very similar to an equity-linked note that is fully collateralized. It is used by iShares and db X-trackers.\(^92\)

<table>
<thead>
<tr>
<th>Group</th>
<th>Fund</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>iShares</td>
<td>all</td>
<td>Correlation between the collateral basket and the underlying index is not taken into consideration.</td>
</tr>
<tr>
<td></td>
<td>Credit Suisse</td>
<td>all</td>
<td>Correlation between the substitute baskets and the underlying indices is not taken into consideration.</td>
</tr>
<tr>
<td></td>
<td>Amundi</td>
<td>all</td>
<td>Correlation between the substitute baskets and the underlying indices is not taken into consideration.</td>
</tr>
<tr>
<td></td>
<td>ComStage</td>
<td>all</td>
<td>Correlation between the fund holdings and the underlying indices is not taken into consideration.</td>
</tr>
<tr>
<td>II</td>
<td>RBS</td>
<td>all</td>
<td>The funds don’t target a specific degree of correlation between their holdings and reference indices.</td>
</tr>
<tr>
<td></td>
<td>ETF Securities</td>
<td>all</td>
<td>ETF Securities does not intend to maintain a specific degree of correlation between the substitute basket and the fund’s benchmark.</td>
</tr>
<tr>
<td></td>
<td>EasyETF</td>
<td>all</td>
<td>When constituting the substitute baskets, EasyETF prioritizes the liquidity of the securities over their correlation with the reference index.</td>
</tr>
<tr>
<td></td>
<td>Source</td>
<td>all</td>
<td>Source strives to achieve the highest correlation possible between the assets held by the fund and the fund’s benchmark index.</td>
</tr>
<tr>
<td></td>
<td>db X-trackers</td>
<td>fixed income and money market</td>
<td>The aim is to have a high correlation between the substitute basket and the relevant underlying index.</td>
</tr>
<tr>
<td>III</td>
<td>db X-trackers</td>
<td>equity</td>
<td>not specified</td>
</tr>
<tr>
<td></td>
<td>Lyxor</td>
<td>all</td>
<td>not specified</td>
</tr>
<tr>
<td></td>
<td>UBS</td>
<td>all</td>
<td>not specified</td>
</tr>
<tr>
<td></td>
<td>XACT</td>
<td>all</td>
<td>not specified</td>
</tr>
</tbody>
</table>

Table 2.3: Correlation of Substitute Basket / Collateral Basket with the Index.\(^93\)

An enhanced study was carried out by Morningstar to shed light on the substitute/collateral portfolios that are used in practice.\(^94\) Morningstar interviewed twelve ETF providers. We have
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\(^91\) See Ramaswamy (2011, p. 6).

\(^92\) See Deutsche Bank (2011, p. 7) and iShares (2010, p. 4).

\(^93\) Based on research by Johnson/Bioy/Rose (2011).

\(^94\) See Johnson/Bioy/Rose (2011).
organized the answers into four groups, according to the correlation of the substitute/collateral portfolio with the index (see Table 2.3).

The common tendency is for there to be a little dependence between the substitute/collateral basket and the index (groups I and II). However, some of the providers do not mention the structuring of the portfolio (group IV). Only three providers (group III) say that they consider the dependence between the portfolio and the index. Hence, in most cases, the substitute portfolio is not intended to replicate the index and has no influence on the quality of tracking. The desired tracking quality is produced by the swap contract (see Figure 2.15).

The swap counterparty is typically an investment bank. There is little information about how banks hedge the risk in the swap contracts that produce the return on these indices. Most likely, they will match the open positions. For example, ETF providers offer two types of ETFs for the same index: a simple ETF and an inversed one (see Figure 2.16).

---

95 Based on Michalik (2008).
96 The problem of pricing index swaps and their non-transparency is discussed in Berke (2009, pp. 19-20).
As a consequence, there are two swap contracts with the swap counterparty. Matching the two types of contracts creates a market-neutral position, i.e. the position at which the market risk is neutralized, for the swap counterparty but it receives fees from both contracts.

Swap contracts can be also hedged using other derivative instruments, for example options or futures, or by using a hedging portfolio, which can be constructed using the sampling method. An additional benefit from the maintenance of swap contracts is the optimization of the substitute/collateral portfolio. Typically, this portfolio is constructed with the following aims:

- cost optimization;
- liquidity;
- diversification;
- tax efficiency.

The costs of a swap contract are visible to the investor through the swap fees, which depend on the ability of the counterparty to reduce the maintenance costs.

### 2.4.3 Evaluation and discussion

In this section, we evaluate the abovementioned methods of index tracking according to the following criteria:

- applicability of the tracking method;
- set up costs;
- structural tracking error;
- maintenance costs;
- tax efficiency;
- flexibility of tracking portfolio;
- transparency of tracking method;
- counterparty risk;
- risks to stability of the financial system.

This assessment will allow us to develop a decision flow which we can use to select the most appropriate index-tracking approaches in specific cases.

---

97 See Kusiak (2010, p. 32) and Ramaswamy (2011, p. 8).
98 See Bootz (2009).
**Applicability of tracking method**

The applicability of the tracking method for the selected index depends on the index structure. The full replication method can be applied to indices whose assets and their quantities are known. Additionally, it has to be possible to invest in these assets. If these conditions are not met, then the full replication method cannot be applied. Moreover, in some cases, legal regulations may limit the application of the full replication method. For example, for funds satisfying the UCITS Directive, no asset can make up more than 10% of the fund portfolio. Therefore, full replication will be restricted if the weight of any asset in the index exceeds 10%.  

In comparison to full replication, sampling is a very flexible method that can be applied to any kind of index.

The replication of indices using futures or exchange-traded options can be achieved if there are liquid markets for these types of contracts. Alternatively, it is possible to use synthetic replication if there is a counterparty for derivatives contracts (options, swaps, or equity-linked notes) on the OTC market. However, if OTC contracts are too expensive, then the sampling approach can be preferable.

**Set up costs**

Set up costs for the tracking portfolio are very high if the full replication method is used. Additionally, if the index contains a group of illiquid assets, then transaction costs can increase significantly. Moreover, as was discussed above, the full replication method requires a large amount of initial capital.

To overcome these problems, one can use sampling. In this way, a tracking portfolio can be built with a small amount of capital, without investing in all of the illiquid assets that are in the index.

In comparison to physical replication methods, synthetic replication methods have very low initial costs. Moreover, the instruments are leveraged and so the full amount of capital is not required to build the tracking portfolio. However, if the index return is obtained using options, the set up costs do include the difference between the premiums of the put and call options. If futures are used, the set up cost consists of the difference between the futures price and the...
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100 See Hamid/Sandford (2007a, p. 5).
spot price of the index. In the case of swaps, the cost of swap replication must be paid to the counterparty.

**Structural tracking error**

The tracking error measures the difference between the returns from the tracking portfolio and those from the index. There is a difference between the structural tracking error, which characterizes the asynchronicity in the movements of the index and the tracking portfolio, and the tracking error that comes from the maintenance costs of the tracking portfolio.\(^{101}\) The structural tracking error reflects the ability of the tracking portfolio to track the index. The reason for this type of error is a mismatch between the two.

The full replication method is not affected by variations between the price of the holdings and the index if it is applied to indices with constant quantities of holdings. However, there will be a structural tracking error if the index provider changes the structure of the index and the index fund does not apply these changes to the tracking portfolio. To follow the changes exactly, the index fund needs to know about them as soon as they occur. Typically, the index provider will use a set of rules to regulate index readjustments.\(^{102}\) If these rules are not defined, then the risk of incurring a structural tracking error when applying full replication increases.

There are other sources of structural tracking error in the full replication method. There is a high risk of such error if the method is applied to indices with variable amounts of holdings, for example, equal-weighted indices. Dividend reinvestment is another source, when physical replication approaches are used for performance indices, because there is a delay between the reinvestment of dividends in the index, and the receipt of the dividends and their reinvestment in the tracking portfolio.

Replication using sampling bears the largest risk of structural tracking error among the tracking methods. The tracking portfolio in this case is very sensitive to variations between the prices of the holdings and the index, because it does not contain all of the assets from the index.

The cause of structural tracking error in synthetic replication using futures and options is the expiration of the contracts. The rollover costs can be seen as structural tracking errors in this case. However, structural tracking error is eliminated when using swap contracts, since then
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\(^{101}\) See Budinsky (2002, p. 156).

the risk of tracking error is fully absorbed by the counterparty. Therefore, synthetic replication using a swap provides much more accurate index tracking than other methods.103

The final cause of structural tracking error is cash drag, which can appear when physical replication is used. The inflows and outflows of investments and dividends contribute to the cash position of the index fund.104 The cash position in the tracking portfolio between receiving and reinvesting cash is not synchronized with the movements of the replicated index, and this has a negative impact on the tracking quality. As a consequence, the tracking portfolio outperforms the index in a falling market and underperforms it in a rising market. The recommended way of managing the cash position is to rebalance after achieving some given, critical, amount of cash. In the intermediate period it is possible to cover the cash position using futures contracts on the index.105

**Maintenance costs**

The maintenance costs contribute to the mismatch between the performance of the index and the tracking portfolio. They include transaction costs, market impact costs, opportunity costs, and management costs.

The index providers make a periodic rebalancing of their indices. As was shown in Section 2.2.1, such changes are not rare. Hence, the tracking portfolio must also be revised in order to keep it synchronized with the underlying index, resulting in transaction costs.106 The size of the necessary transaction costs depends on the frequency of revisions and can be relatively high. As a rule, the more constituents there are in the fund portfolio, the higher are the costs.

Illiquid assets are an additional source of maintenance costs in full replication. The large bid/ask spread and essential transaction costs, which are typical for illiquid assets, can affect the tracking ability, since the original index is constructed without paying attention to any costs.107 Moreover, the inflows and outflows of investments and the inflows of dividends also make it necessary to rebalance fund portfolios, increasing the maintenance costs further.

Additionally, the weighting schema of the index may increase the maintenance costs. The full replication method is suitable if the index can be represented as the sum of the products of the asset prices and their quantities, where the quantities are constant. The types of indices with
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104 See Costandinides et al. (2010, p. 5).
this property are price-weighted, for example the DJIA, and capital-weighted, for example the DAX30 or S&P500. In this case, despite the changes in the asset prices, the weights of the assets in the index and the tracking portfolio change identically. Hence, the tracking portfolio mimics the index without any need for rebalancing. However, if the full replication method is applied to indices with non-constant quantities of assets, the maintenance costs can be large. For example, a tracking portfolio for a constant-weighted index needs to be rebalanced constantly, because the quantities of the assets will need to change every time there is an asynchronous change in their prices, so as to keep the weights constant. Hence, the full replication approach is very expensive for constant-weighted indices.

The problem of wealth erosion is inherent in full replication.\textsuperscript{108} This is a hidden cost of tracking. It is caused by the fact that changes in indices are predictable and pre-announced. This leads to abnormally high prices for new assets and low prices for removed assets.\textsuperscript{109} After inclusions and deletions, the prices of these assets move back towards their previous levels. As a consequence, the investor loses capital.

To reduce the maintenance costs of the tracking portfolio, especially for large indices, instead of full replication, the sampling method can be used.\textsuperscript{110} The aim is to reduce costs by decreasing the number of assets in the tracking portfolio. However, additional costs are involved if there is a significant deviation from the index and the tracking portfolio has to be rebalanced.

The maintenance costs for both full replication and sampling can be reduced if the index fund participates in stock-lending activities. There are more opportunities to participate in stock lending when using full replication than when using sampling. The disadvantage of this practice is the counterparty risk.

The maintenance costs for synthetic replication result from the brokerage commissions and fees. For example, the fees for swap contracts depend on the ability of the counterparty to maintain the swap contract.

\textbf{Tax efficiency}

There are two common taxes applied to investments: taxes on capital gains and taxes on dividends. The taxes on dividends are typically much higher than those on capital gains. The full replication method has a lower portfolio turnover in comparison to sampling, which leads

to lower capital gains, and as a consequence, lower taxes. However, the taxation of dividends cannot be optimized under this method. In contrast, in sampling and synthetic replication it is possible to implement tax optimization strategies. For example, sampling can eliminate much of the dividend income without sacrificing total return by selecting the stocks with low dividend yield for tracking portfolio.\textsuperscript{111}

**Flexibility of tracking portfolio**

The full replication approach has an inflexible portfolio structure in comparison to other tracking approaches. When using full replication, the tracking portfolio should follow the index exactly. Hence, there are only limited possibilities for optimizing maintenance costs and taxes. Moreover, there is a problem with wealth erosion.

Sampling provides flexibility. It is possible to minimize maintenance costs and optimize taxes using this method. Moreover, the flexibility of sampling can be used to gain excess returns over the index when there are active management possibilities.\textsuperscript{112}

Synthetic replication is also a very flexible approach because the return on the index is achieved using derivative products and so the structure of the substitute/collateral portfolio can be changed easily.

**Transparency of tracking method**

The main difference between physical replication and synthetic replication is their transparency to the investor (see Figure 2.17). Full replication can be seen as a white box approach, where the investor knows exactly which assets are in the fund portfolio, because they are the same as those in the index. However, full replication loses some transparency if stock lending is used.

Sampling is less transparent than full replication, because the tracking portfolio is not the same as the index. To increase the transparency of sampling, US legislation specifies rules for the naming of funds; if a fund contains less than 80\% of the assets in the index, this must be specified in its name.\textsuperscript{113} Hence, the assets and their quantities cannot differ greatly from those in the index.

\textsuperscript{111} See Booth (2001).

\textsuperscript{112} See Wagner (2002, p. 821), Ezra/Warren (2010, p. 5) and Section 2.1.

\textsuperscript{113} See Investment Company Act of 1940 and Ramaswamy (2011, p. 4).
Synthetic replication is a black box approach that hides all details of the index tracking. Under this approach, the index fund decides which method is most suitable for the replication. As was shown above, the structure of the substitute portfolio may not reflect that of the index and, as a result, may not reflect the expectations of the investor either. However, this non-transparency helps to reduce the maintenance costs, by making use of synergies with the activities of the bank, which is typically the swap counterparty.

**Counterparty risk**

A disadvantage of synthetic replication is the inherent counterparty risk, because the counterparty’s creditworthiness is the only guarantee that the investor will receive the return on the index. In the EU, this risk is limited by regulations to a maximum of 10% exposure to the swap counterparty. This means that the fund manager has to have at least 90% collateral to back the swap. Otherwise, the collateral has to be revised, resulting in transaction costs. In the event of the fund issuer’s insolvency, only the collateral acts as a liability. All risks, including tracking error risk, and the costs of synthetic replication, are assumed by the swap provider.

The physical replication methods can also incur counterparty risk if stock lending is used to enhance the returns of the index and reduce maintenance costs.

---

114 See Article 52 of the UCITS Directive.
Risks to stability of the financial system

Full replication and sampling are criticized for their non-transparency as a result of stock lending.\(^\text{116}\) This activity can affect the stability of the financial system. However, there is more concern over the non-transparent structure of synthetic replication. The main criticism is the liquidity risk due to the mismatch between the assets in the fund portfolio and the index. This can lead to withdrawal from the index funds if the solvency of the fund providers is in question. This can affect the stability of the financial markets.\(^\text{117}\) To mitigate this risk, the regulatory authorities require more transparency in the composition of collateral/substitute portfolios, and that the quality of the assets in fund portfolios must comply with guidelines developed by the Committee of European Securities Regulators (CESR).\(^\text{118}\)

Which method to use

There is a debate over whether it is better to use physical or synthetic replication. The two methods enjoy very similar levels of popularity in Europe. In 2010, 55% of ETF assets were physically replicated and 45% were synthetically replicated. In 2011, the proportions were 56% and 44%, respectively.\(^\text{119}\)

As shown above, full replication, sampling and synthetic replication all have weaknesses and strengths. To select a suitable approach, we have developed the following decision flow (see Figure 2.18).

The applicability of the full replication method is limited; if the index does not have an investable structure,\(^\text{120}\) then sampling or synthetic replication should be used. The maintenance costs are the central factor in method selection. If the assets in the index are not liquid, and/or the number of assets is very large, then sampling or synthetic replication should be used.

Two important properties of replication methods, transparency and flexibility, are included in the decision flow. The full replication approach is the most transparent, but it is not flexible. Synthetic replication is very flexible, but not transparent. The sampling approach is in the

\(^{116}\) See FSB (2011, pp. 4-5).


\(^{119}\) See Blackrock (2011, p.136).

\(^{120}\) See Rudd (1986, p. 251).
middle. This approach is characterized by being both sufficiently flexible and sufficiently transparent. Therefore, hereinafter we investigate the application of the sampling approach.

Figure 2.18: Which Method of Index Tracking should be used?
2.5 Summary

Index-based investments have both theoretical and empirical justifications. They simplify the stock investment process by focusing on the common factors that may affect companies, rather than the companies themselves. In addition, they allow the diversification of a portfolio, through the inclusion of the assets, for example, from different sectors, regions, and countries.

The methodology used to calculate an index is based on decisions made by the index provider, and this may have an impact on the ability to replicate index returns and on the returns of the investment. Therefore, it is necessary to know the structure of the index in order to achieve successful investment in it through replication.

Index funds make it easier to invest in an index. One can choose between ETFs and mutual funds. The main difference between them is that ETFs can be bought and sold at the exchanges and mutual funds cannot.

There are different methods of tracking indices, which can be classified into two groups: physical replication and synthetic replication. Physical replication involves investing directly in assets contained in the index. Synthetic replication uses derivative contracts, such as options, futures and swaps, to track the index.

Each of the methods of index tracking have strengths and weaknesses. However, sampling is a physical replication method that can be applied to any index. It is more flexible than full replication, and more transparent than synthetic. Moreover, it allows the index to be replicated by focusing on a trade-off between transaction costs and tracking error. These properties make it a good alternative.
3 Sampling

This chapter starts with a review of the related work on sampling methods for index tracking. After that, the traditional measures of tracking quality are described, and an ex post tracking quality measure, which can be used to evaluate tracking quality during the investment period, is introduced. Then, selected methods of optimized sampling are presented, and the problem of modelling the portfolio structure is discussed. Finally, the requirements of sampling methods are formulated.
3.1 Related work

When applying sampling, the construction of a tracking portfolio consists of two tasks (see Figure 3.1): asset selection and asset weighting. Carrying out these two tasks provides a solution to the index tracking problem.

![Figure 3.1: Overview of Sampling Methods](image)

The asset selection for the tracking portfolio is based on two principles.\textsuperscript{121} The first principle is that if two assets duplicate information about the index then one of them can be omitted. For example, if there are two strongly correlated assets, then one can be removed from the tracking portfolio. The second principle is that, if an asset has weak informational content, then it can be removed. For example, the variability of the price of an asset over time can be seen as information that is transmitted by that asset. As a consequence, an asset with a constant price, for example, does not contain any information about the index’s variability and can thus be removed from the tracking portfolio.

There are three approaches to asset selection, based on these two principles. The first uses selection criteria. In this case, the initial asset universe is reduced by selecting only those assets that satisfy the predefined criteria. A typical criterion relates to the market capitalization of the assets. Assets with large market capitalization are selected since they are more informative than others, being heavily weighted in the market capitalization indices. The second approach aims to cover the structure of the index, by removing assets that contain duplicated information. For example, assets are selected from each industrial sector in the index, with the aim of representing its sectorial structure. The third approach is optimization based. Here, the selected assets are the solution to an optimization problem, formulated using the two principles of asset selection.

\textsuperscript{121} These principles are based on Aivazian/Mhitarian (1998, p. 516).
The weighting approaches, meanwhile, can be divided into heuristic weighting and optimized weighting. For example, if the selected stocks are weighted according to their market capitalization, this would be a heuristic weighting. In optimized weighting, the weights are determined by solving an optimization problem.

### 3.1.1 Selection

#### 3.1.1.1 Simple selection criteria

The simplest criterion for the selection of assets is to select those assets with the largest weights in the index. In the case of capitalization-weighted indices, then, we would select those assets in the index with the largest market capitalization.\(^{122}\) In the case of price-weighted indices, it would be those with the highest prices.\(^{123}\) Empirical studies support this criterion.\(^{124}\) Obviously, the assets in the index that have larger weights influence the index more than those that have smaller weights.

In the case of performance indices, assets with high dividends may affect the index behaviour more than other assets.\(^{125}\) As a consequence, additional information about stocks that pay dividends should also be taken into consideration when selecting assets for the tracking portfolio.

Another criterion is the traded volumes of the assets. However, Rey and Seiler find this approach to be inferior to using the capitalization-weighted criterion.\(^{126}\) Additionally, they combine turnover and capitalization-weighted selection criteria, using the ratio of turnover to market capitalization. However, the results of using this ratio are worse than those obtained using the market capitalization criterion alone.

Every asset makes its own contribution to the index. Rafaely and Bennell\(^{127}\) suggest using each asset’s relative contribution to the index as a criterion for asset selection. This relative contribution can be calculated as the product of the average weight of the asset and its average

---


\(^{123}\) See Alexander/Dimitriu (2004a).

\(^{124}\) See Larsen/Resnik (1998).

\(^{125}\) See Howaldt (2011).

\(^{126}\) See Rey/Seiler (2001).

\(^{127}\) See Rafaely/Bennell (2006).
price over the estimation period. The assets making the greatest contributions are selected for the tracking portfolio.

The correlation between the returns of the index and the asset returns is one of the possible statistical selection criteria that can be used.\textsuperscript{128} In this case, those assets that are highly correlated with the index are selected for the tracking portfolio. However, the correlation can be seen as a short-term dependency measure, which is not appropriate if there is long-term dependency. Long-term dependency is better measured by testing the cointegration\textsuperscript{129} relationship between the prices of the index and the assets. The presence of cointegration between the stocks and the index is used by Dunis and Ho\textsuperscript{130} to select stocks for a tracking portfolio.

Another criterion, which is very similar to correlation, is proposed by Montfort et al.\textsuperscript{131} They suggest regressing the returns of every asset on the returns of the index and selecting those assets whose beta coefficients in the regression are close to one. A value close to one would indicate that the asset and the index had similar reactions to market information.

An alternative selection method is to select assets randomly.\textsuperscript{132} Using this approach, it is possible to neutralize the effect of stock selection in order to test weighting methods.

It is also possible to construct complex selection criteria. For example, several different criteria can be combined into a decision tree, using the algorithms from machine learning (i.e. ID3, C4.5, and CHAID), in the same way as is done for portfolio optimization.\textsuperscript{133}

### 3.1.1.2 Coverage of index structure

The next group of methods is aimed at selecting assets for the tracking portfolio so as to mimic the index’s structure.

\begin{itemize}
\item \textsuperscript{128} See Montfort/Visser/van Draat (2008, p. 147).
\item \textsuperscript{129} Two time series are cointegrated if there is a linear combination of them, which is stationary, i.e. the joint probability distribution of this linear combination does not change when shifted in time.\textsuperscript{129}
\item \textsuperscript{130} See Dunis/Ho (2005).
\item \textsuperscript{131} See Montfort/Visser/van Draat (2008, p. 147).
\item \textsuperscript{132} See Alexander/Dimitriu (2003).
\item \textsuperscript{133} See Sorensen/Miller/Ooi (2000).
\end{itemize}
Stratified sampling is one such method. The index universe is divided into segments using one or a combination of characteristics. For example, one could use the market capitalization of the assets, and the assets’ affiliations to industrial sectors (see Figure 3.2). As a consequence, the index universe can be represented as a cell structure. Each cell contains assets that share common characteristics. Then, representative assets from each cell are selected for the tracking portfolio.

The grouping of assets can also be done using quantitative methods. Some methods assign the assets into a number of groups, where the number is pre-specified. Examples include k-

---

135 An example of a stratification method is given in Section 4.3.
means, expectation-maximization (EM) clustering, and self-organizing maps.\textsuperscript{136} There are also methods that build a hierarchical structure of groups (see Figure 3.3). There are two approaches that can be taken here. The first is a bottom-up approach: the assets are sequentially joined into groups using some measure of similarity. The second is a top-down approach: initially, all assets are placed in one group. Then, this group is divided into several groups, which in turn are divided further.

Focardi and Fabozzi\textsuperscript{137} apply the methodology of hierarchical clustering of time series to the index tracking problem. They use the Euclidean distance between stock prices as a measure of similarity.\textsuperscript{138} Other similarity measures could be used, for example, the correlation coefficient between stocks returns or percentage differences between the prices of stocks.\textsuperscript{139} The hierarchical clustering allows one to group stocks using different levels of approximation. Then, one must select the level of approximation and a representative stock from each group, to form the tracking portfolio. For example, this could be the stock with the largest or median market capitalization within the group.

Another way to select assets for a tracking portfolio is to use dimensionality reduction. One method that uses this approach is factor analysis. The idea behind it is to represent the returns on assets as a linear combination of several factors (common portion) plus an error term (unique portion).\textsuperscript{140} The number of factors must be lower than the initial dimensionality of the data set. By applying factor analysis to the index tracking problem, one constructs a tracking portfolio that matches the common factors that drive the index performance (see Figure 3.4). The factors can be estimated using principal component analysis (PCA).

\textsuperscript{136} Information about these methods can be found, for example, in Hastie/Tibshirani/Friedman (2009).


\textsuperscript{138} See Focardi/Fabozzi (2004, p. 420).

\textsuperscript{139} See Dose/Cincotti (2005, p. 148).

\textsuperscript{140} See Cherkassky/Mulier (2007, p. 235).
Corielli and Marcellino⁴¹ apply PCA to the index tracking problem. They estimate the factor model based on a matrix of stock prices. After that, they determine the factor structure of the index, calculating the correlation between the factors and the index prices. Then, those assets that are most correlated with the index factors are selected.

Alexander and Dimitriu⁴² use PCA to replicate the common trend in the stock market. They apply PCA to the matrix of stock returns and select only the first component for the factor model. They then construct a portfolio that replicates this component. Their results show that it is possible to replicate the common trend in the stock market.

3.1.1.3 Optimized selection

Another possible way of selecting assets for a tracking portfolio is by formulating and solving an optimization problem. It is possible to formulate an optimization problem that groups assets according to their similarity, using some similarity measure, and selects only a pre-specified number of representative assets.⁴³ Such an optimization problem will typically include a cardinality constraint, to restrict the number of assets in the tracking portfolio. Hence, the problem is an integer programming problem, which is difficult to solve. One possible solution method is to use a branch-and-bound algorithm.

Instead of a similarity-between-assets measure, one can use a measure of tracking quality to select assets for the tracking portfolio.⁴⁴ To do so, one must calculate the tracking error for portfolios made up of all possible combinations of the assets, for a prespecified portfolio size, and then select the asset combination with the lowest tracking error. However, depending on the size of the index, the number of possible combinations can be enormous. For example, there are 155,117,520 possible combinations of tracking portfolios if we want to track the DAX 30 index using 15 of its 30 stocks. One of these combinations will have the best tracking quality but to find it, we would have to check all possible combinations. This procedure would require a huge amount of computing power and a huge amount of time. As the indices get bigger, the number of possible combinations grows exponentially.

Searching different combinations of assets is equivalent to adding in the cardinality constraint. Hence, we have a mixed integer programming problem. It is possible to solve this

---

⁴⁴ See Section 3.2 for details.
optimization problem using algorithms for meta-heuristic optimization: genetic algorithms\textsuperscript{145}, threshold accepting\textsuperscript{146}, differential evolution\textsuperscript{147}, hybrid algorithms\textsuperscript{148}, and simulated annealing\textsuperscript{149}. These search methods are very efficient even when dealing with large search spaces. They do not guarantee that the overall best combination will be found, but with a proper setup they are able to find solutions that are close to the overall optimum.

There is also an approach that avoids solving an integer programming problem. The simplest version is to solve the optimization problem to find the minimum tracking error, using all of the assets in the index universe. As a result, the weights are computed for every asset. Then, only the assets with the largest weights are included in the tracking portfolio. The number of assets selected is equal to the size of tracking portfolio desired.\textsuperscript{150} This approach can lead to poor solutions if there is a sector or region with many stocks that are highly correlated. The optimization problem assigns similar, small weights to these highly-correlated stocks, which can lead to their exclusion from the tracking portfolio and in turn to the exclusion of a whole sector or region from the portfolio.\textsuperscript{151}

To solve this problem, a sequential method can be applied.\textsuperscript{152} After solving the optimization problem, a small subset of stocks with the smallest weights, is removed. Then, the procedure is repeated with the remaining stocks, until the desired number of shares is reached.

The main disadvantage of optimization methods that look for stocks that are very similar to the index is the low level of diversification in the resulting tracking portfolio. The optimal tracking portfolio may contain stocks that are very similar to the index and, as a consequence, these stocks will be similar to each other, which reduces the diversification of the portfolio. There are two ways of avoiding this problem. The first is to add additional constraints, which control the diversification of the portfolio. For example, it is possible to add sector constraints, which specify that the sectorial structure of the portfolio must mimic that of the index, or a portfolio concentration constraint, which limits the weights that can be assigned to individual stocks. The second possibility is to filter out similar stocks before carrying out the optimization.

\textsuperscript{145} See Ruiz-Torrubiano/Suarez (2009, p. 58), Rafaelly/Bennell (2006), and Beasley/Meade/Chang (2003).

\textsuperscript{146} See Gilli/Kellezi (2001, p. 9).

\textsuperscript{147} See Maringer (2008, pp. 12-14) and Krink/Mittnik/Paterlini (2009).

\textsuperscript{148} See Fastrich/Paterlini/Winker (2010).

\textsuperscript{149} See Kwiatkowski (1992) and Derigs/Nickel (2004).

\textsuperscript{150} See Gaivoronski/Krylov/van der Wijst (2005, p. 125).

\textsuperscript{151} See Montfort/Visser/van Draat (2008, p. 147).

\textsuperscript{152} See Jansen/van Dijk (2002) and Coleman/Li/Henniger (2006).
3.1.2 Weighting

3.1.2.1 Heuristic weighting

A heuristic weighting can be applied if the structure of the index is known. For example, weighting the assets using their market capitalization produces good results for capitalization-weighted indices.\textsuperscript{153} Moreover, selecting companies with the largest market capitalization and weighting them by their capitalization is recommended for active portfolio management, to reduce significant deviations of the investment portfolio from the performance benchmark.\textsuperscript{154} The other heuristic weighting schemas are equal weighting, fundamental weighting and price weighting.

The advantage of the heuristic weighting schemas is their simplicity. The disadvantage of applying heuristic weighting in sampling is that it does not take into account the correlation structure of the assets in the index. As a result, the weights of the assets in the tracking portfolio increase proportionally, in comparison to the weights in the index, to compensate for the use of a smaller number of assets in the tracking portfolio.

3.1.2.2 Optimized weighting

The next group of weighting methods uses optimized weighting. These methods are based on optimization procedures, which can be characterized by the following aspects:

- the type of tracking quality measure used;
- the way the portfolio structure is modelled: weights or numbers;
- which data are used for the estimation period;
- the type of model used: one-period or multi-period;
- the treatment of transaction costs and the use of rebalancing strategies;
- the use of other constraints.

Type of tracking quality measure used

The optimization methods used to determine portfolio weights are based mainly on minimizing appropriate measures of tracking quality, which are based on the tracking error. The tracking error is typically calculated as the difference (in terms of simple returns or log returns) between the tracking portfolio and the index. However, the tracking error can also be

\textsuperscript{153} See, for example, Alighanbari/Mougeot (2009) and Larsen/Resnik (1998).

\textsuperscript{154} See Strongin/Petsch/Sharenow (2000, p. 18).
calculated based on value, that is using the difference between the value of the tracking portfolio and the value of the index.

The most popular measures of tracking quality are returns-based and quadratic; they are called tracking error variance (TEV) and mean squared error (MSE).\textsuperscript{155} There is also a group of linear measures: mean absolute deviation (MAD), maximal absolute deviation (MAXD), mean absolute downside deviation (MADD), and maximal absolute downside deviation (MAXDD).\textsuperscript{156} Measures based on the values of the index and the tracking portfolio are less popular. They have been used by, among others, Gaivoronski \textit{et al.}\textsuperscript{157} and Rafaely and Bennell.\textsuperscript{158} A detailed review of the various measures of tracking quality is provided in Section 3.2.

There are also approaches to finding the optimal weights for the tracking portfolio that are not based on tracking quality measures. For example, Bamberg and Wagner\textsuperscript{159} test different regression estimators to find the optimal weights. Some estimators for the regression problem, however, coincide with the tracking quality measures. The ordinary least squares estimator (OLS) is equivalent to MSE. The least absolute value (LAV) estimator is equivalent to MAD. Two other estimators, the Huber and Tukey M-estimators, which are also tested by Bamberg and Wagner, can be seen as special forms of tracking quality measures. The same can be said about the conditional value-at-risk measure (CVAR), which is applied to the index tracking problem by Rockafellar and Uryasev.\textsuperscript{160}

\textbf{The way the portfolio structure is modelled: weights or numbers}

The open question when formulating the index tracking optimization problem is how to model the portfolio structure, that is, whether to use weights or numbers of stocks. The usage of weights or numbers is also connected to the choice over the measure of tracking quality. If the measure is returns-based, then one must use weights, because the return of the tracking portfolio is calculated as the sum of the products of the asset weights and their returns. If the measure is value-based, however, one must use numbers as the value of the tracking portfolio is the sum of the products of the numbers of assets and their prices. However, it is possible to use numbers of stocks with returns-based measures by converting the numbers into weights in the optimization problem. There is no consensus over which approach is more appropriate.

\textsuperscript{155} See, for example, Roll (1992) and Beasley/Meade/Chang (2003).

\textsuperscript{156} See Rudolf/Wolter/Zimmermann (1999).

\textsuperscript{157} See Gaivoronski/Krylov/van der Wijst (2005).

\textsuperscript{158} See Rafaely/Bennell (2006).

\textsuperscript{159} See Bamberg/Wagner (2000).

\textsuperscript{160} See Rockafellar/Uryasev (2002).
(see Table 3.1). Some studies adopt both concepts. We discuss the problem of “weights versus numbers” further in Section 3.3.4.

<table>
<thead>
<tr>
<th>Weights</th>
<th>Numbers</th>
</tr>
</thead>
</table>

Table 3.1: Literature Review: Weights or Numbers

Which data are used for the estimation period

The optimization procedures use past asset prices (or asset returns, which are calculated based on prices) and index levels to estimate the tracking portfolio. These data can be characterized by their frequency and the period length. A review of the literature shows that there is no consensus on data frequency or the length of the estimation period that should be used (see Table 3.2). Obviously, if the data are of lower frequency, then the length of the estimation period should be greater.

Most studies use daily data for the estimation of the tracking portfolio. However, there is some criticism of this. The first argument against it is that daily prices contain noise.\(^{161}\) The second is that the daily returns are autocorrelated.\(^{162}\) Monthly data contain less noise and are not autocorrelated. However, the problem with monthly data is that there are only twelve data points in a year. As a consequence, one needs a long estimation period in order to retrieve sufficient data to carry out the estimation but there is a danger of bias if we go too far back in the past. As a result, some authors suggest using weekly data,\(^{163}\) which contain less noise and are less autocorrelated. However, weekly data still contain less information than daily data and the estimation period needs to be longer than one year, because 52 data points would not provide a stable estimation of the weights of the tracking portfolio.

---

161 See Beasley/Meade/Chang (2003).
162 See Pope/Yadav (1994).
163 See Beasley/Meade/Chang (2003).
<table>
<thead>
<tr>
<th>Study</th>
<th>Length of the estimation period</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexander/Dimitriu, (2004b)</td>
<td>minimum 3 years (approx. 720 data points) up to 5 years</td>
<td>daily</td>
</tr>
<tr>
<td>Alighanbar/Mougeot, (2009)</td>
<td>-</td>
<td>daily</td>
</tr>
<tr>
<td>Bamberg/Wagner, (2000)</td>
<td>1 year</td>
<td>daily</td>
</tr>
<tr>
<td>Beasley/Meade/Chang, (2003)</td>
<td>2.5 years (145 data points)</td>
<td>weekly</td>
</tr>
<tr>
<td>Bonafede, (2003)</td>
<td>5 years (60 data points)</td>
<td>monthly</td>
</tr>
<tr>
<td>Canakgoz/Beasley, (2008)</td>
<td>2.5 years (145 data points)</td>
<td>weekly</td>
</tr>
<tr>
<td>Coleman/Li/Henniger, (2006)</td>
<td>2.5 years (145 data points)</td>
<td>weekly</td>
</tr>
<tr>
<td>Consiglio/Zenios, (2001)</td>
<td>starting with 6 years (72 data points)</td>
<td>monthly</td>
</tr>
<tr>
<td>Corielli/Manzini, (2006)</td>
<td>approximate, 1.5 years (350 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Derigs/Nickel, (2004)</td>
<td>-</td>
<td>daily</td>
</tr>
<tr>
<td>Doss/Cincotti, (2005)</td>
<td>40 days</td>
<td>daily</td>
</tr>
<tr>
<td>Dunis/Ho, (2005)</td>
<td>minimum 2 years (approx. 480 data points) up to 4.5 years</td>
<td>daily</td>
</tr>
<tr>
<td>Fastrich/Paterlini/Winker, (2010)</td>
<td>approx. 1 year (250 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Gaivoronski/Krylov/van der Wijst, (2005)</td>
<td>1) approximate, 1 year (250 data points)</td>
<td>daily</td>
</tr>
<tr>
<td></td>
<td>2) approximate, 7 months (150 data points)</td>
<td>weekly</td>
</tr>
<tr>
<td></td>
<td>3) approximate, 3.5 months (75 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Gilli/Kellezi, (2001)</td>
<td>2.5 years (145 data points)</td>
<td>weekly</td>
</tr>
<tr>
<td>Jansen/van Dijk, (2002)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Karlow/Robbach, (2011)</td>
<td>12 months (approx. 240 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Konno/Wijayanayake, (2001)</td>
<td>3 years (36 data points)</td>
<td>monthly</td>
</tr>
<tr>
<td>Krink/Mittnik/Paterlini, (2009)</td>
<td>approximate, 10 months (200 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Kwiatowski, (1992)</td>
<td>1 year (approx. 240 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Larsen/Resnick, (1998)</td>
<td>5 years (60 data points)</td>
<td>monthly</td>
</tr>
<tr>
<td>Maringer, (2008)</td>
<td>approximate, 2 years (500 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Meade/Salkin, (1989)</td>
<td>2 years (approx. 100 data points)</td>
<td>weekly</td>
</tr>
<tr>
<td>Meade/Salkin, (1990)</td>
<td>2 years (approx. 100 data points)</td>
<td>weekly</td>
</tr>
<tr>
<td>Montfort/Visser/van Draat, (2008)</td>
<td>1 year (approx. 240 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Pliska/Suzuki, (2004)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Primbs/Sung, (2008)</td>
<td>approximate, 15 years (3750 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Rafaely/Bennell, (2006)</td>
<td>2, 5, 10, 30 data points</td>
<td>daily</td>
</tr>
<tr>
<td>Rey/Seiler, (2001)</td>
<td>1 year (12 data points)</td>
<td>monthly</td>
</tr>
<tr>
<td>Rockafellar/Uryasev, (2002)</td>
<td>approximate, 2.5 years (600 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Rudd, (1980)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Rudolf/Wolter/Zimmermann,</td>
<td>approximate, 5 years (62 data points)</td>
<td>monthly</td>
</tr>
<tr>
<td>Ruiz-Torresbino/Suarez, (2009)</td>
<td>2.5 years (145 data points)</td>
<td>weekly</td>
</tr>
<tr>
<td>Stoyan/Kwon, (2009)</td>
<td>11 scenarios</td>
<td>monthly</td>
</tr>
<tr>
<td>Takeda/Gotoh/Sugai, (2010)</td>
<td>1) 10 years monthly (120 data points)</td>
<td>1) monthly</td>
</tr>
<tr>
<td></td>
<td>2) 3 years weekly (150 data points)</td>
<td>2) weekly</td>
</tr>
<tr>
<td>Wu/Chou/Yang/Ong, (2007)</td>
<td>2 years (approx. 480 data points)</td>
<td>daily</td>
</tr>
<tr>
<td>Zenios, (2005)</td>
<td>500 scenarios</td>
<td>monthly</td>
</tr>
<tr>
<td>Zhang/Maringer, (2010)</td>
<td>approximate, 1 year (250 data points)</td>
<td>daily</td>
</tr>
</tbody>
</table>

Table 3.2: Literature Review: Length of Estimation Period and Data Frequency

Type of model used: one-period or multi-period

The models used for index tracking are usually one-period. To use these models in a multi-period setting, the optimization problem is simply solved sequentially for each future time period. However, there are some approaches that are multi-period. One of these is stochastic programming, which is based on scenarios organized into event trees. Another is dynamic programming, sometimes called stochastic control.\(^{164}\)\(^{165}\)

---

\(^{164}\) For details, see Stoyan/Kwon (2009).

\(^{165}\) For details, see Primbs/Sung (2008) and Pliska/Suzuki (2004).
The advantage of the multi-period models is that they can include managing and rebalancing strategies for future time periods.\textsuperscript{166} Their disadvantages are their computational complexity in comparison to the one-period models and difficulty in forecasting for future periods.

**Treatment of transaction costs and the use of rebalancing strategies**

To limit transaction costs, information about current holdings is needed. Then, the difference between the weights or numbers of asset positions in the current portfolio and the optimal portfolio is computed. This difference is then used as an input into the transaction cost function. The output of this function is then limited in the optimization problem. Typically, the function is linear.\textsuperscript{167} It is possible to use non-linear functions but they increase the complexity involved in solving the optimization problem.\textsuperscript{168}

The tracking portfolio should be reviewed from time to time to reflect new market information and reduce the deviation from the index. Different rebalancing strategies can be implemented. They are external to the one-period optimization problems, but are encoded into the multi-period ones. The following types of rebalancing strategies exist:\textsuperscript{169}

- triggered rebalancing, when the tracking error exceeds a predefined threshold;
- calendar rebalancing, which is performed at fixed time intervals.

**The use of other constraints**

Other types of constraints can be used in the optimization problem. For example, short-selling constraints are used to allow only long positions in the tracking portfolio, which avoids unstable portfolios.\textsuperscript{170} Concentration constraints limit the size of positions that can be taken in the assets in the tracking portfolio, to increase its diversification. Constraints on the sectors that assets can belong to ensure that the tracking portfolio is exposed to the same sectors as the index.\textsuperscript{171}

\begin{itemize}
  \item See Stoyan/Kwon (2009, p. 248).
  \item See, for example, Montfort/Visser/van Draat (2008, p. 147).
  \item See, for example, Beasley/Meade/Chang (2003).
  \item See Zhang/Maringer (2010).
  \item See Montfort/Visser/van Draat (2008, p. 146).
  \item See Stoyan/Kwon (2009).
\end{itemize}
3.2 Measures of tracking quality

The evaluation of how well the tracking portfolio replicates the index can be done using measures of tracking quality. These measures are based on the tracking error. In this section, we describe the traditional measures of tracking quality, and highlight their strengths and weaknesses. After that, we introduce the ex post tracking quality measure.\textsuperscript{172}

3.2.1 Traditional measures of tracking quality

Measures of tracking quality can be defined based on simple returns (also called arithmetic or discrete returns) or log returns (also called geometric or continuous returns). Simple returns are calculated as follows:

\[
R_{I,t} = \frac{V_{I,t} - V_{I,t-1}}{V_{I,t-1}}, \quad R_{P,t} = \frac{V_{P,t} - V_{P,t-1}}{V_{P,t-1}},
\]

\[
r_{i,t} = \frac{S_{i,t} - S_{i,t-1}}{S_{i,t-1}},
\]

where \(R_P\) is the return of the tracking portfolio, \(R_I\) is the return of the index, \(r_i\) is the return of asset \(i\), \(V_I\) is the value of the index, \(V_P\) is the value of the portfolio, and \(S_i\) is the price of asset \(i\).

Log returns are computed as

\[
\tilde{R}_{I,t} = \ln \frac{V_{I,t}}{V_{I,t-1}}, \quad \tilde{R}_{P,t} = \ln \frac{V_{P,t}}{V_{P,t-1}},
\]

\[
\tilde{r}_{i,t} = \ln \frac{S_{i,t}}{S_{i,t-1}}
\]

The connection between log returns and simple returns can be expressed as follows:

\[
\tilde{R}_t = \ln(1 + R_t)
\]

\[
R_t = \exp(\tilde{R}_t) - 1.
\]

\textsuperscript{172} This section is adapted from the working paper by Roßbach/Karlow (2011).
Hence, the difference between log returns and simple returns is equal to\(^{173}\)

\[
\tilde{R}_t = \ln(1 + R_t) \approx R_t - \frac{R_t^2}{2}.
\]

As a consequence, the lower is the value of \(R_t\), the lower is the difference between the simple and log returns.

The log returns can be better approximated by a probability distribution, because they are in the interval \(\tilde{R}_t \in (-\infty, +\infty)\). In contrast, simple returns are in the interval \(R_t \in (-1, +\infty)\). Moreover, the sum of log returns in consecutive periods gives the total return for the whole period. The advantage of simple returns is that it is possible to aggregate them across assets. This means that the return of the portfolio can be calculated as a weighted sum of the simple returns of its constituents. This type of aggregation is important for index tracking. Therefore, we use simple returns in this study.

The majority of measures of tracking quality are based on the tracking error (TE). The TE measures the difference between the returns of the tracking portfolio and the returns of the index. It can be formulated as

\[
TE_t = R_{I,t} - R_{P,t} = R_{I,t} - \sum_{i=1}^{N} w_i r_{i,t},
\]

(3.1)

where \(w_i\) is the weight of asset \(i\), and \(N\) is the number of assets. The sum of the weights in the tracking portfolio is equal to one:

\[
\sum_{i=1}^{N} w_i = 1.
\]

Different measures of tracking quality use the TE in different ways. The MAD measures the mean absolute difference between the returns over a given time interval:

\[
MAD = \frac{1}{T} \sum_{t=1}^{T} |R_{I,t} - R_{P,t}| = \frac{1}{T} \sum_{t=1}^{T} |TE_t|,
\]

where there are \(t = 1, \ldots, T\) time periods.

\(^{173}\) See Gourieroux/Jasiak (2001). Here the logarithm of returns are represented as two members of Maclaurin series with an assumption that \(-1 < R_t \leq 1\).
The MSE measures the mean of the squared differences between the returns over a given time interval:

\[ MSE = \frac{1}{T} \sum_{t=1}^{T} (R_{I,t} - R_{P,t})^2 = \frac{1}{T} \sum_{t=1}^{T} (TE_t)^2. \]

Sometimes, the equivalent root mean square error (RMSE) measure is used:

\[ RMSE = \sqrt{MSE}. \]  

(3.2)

The advantage of this measure is that it is of the same scale as the TE.

Figure 3.5 illustrates the difference between MAD and MSE. It can be seen that MSE assigns relatively higher measures to larger differences in returns compared to smaller ones than MAD does.

![Figure 3.5: Difference between MAD and MSE](image)

A variant of MSE is the tracking error variance (TEV), which is defined as the variance of the differences in returns:

\[ TEV = \frac{1}{T} \sum_{t=1}^{T} (R_{I,t} - R_{P,t} - (\bar{R}_I - \bar{R}_P))^2 = \frac{1}{T} \sum_{t=1}^{T} (TE^*_t)^2, \]

where \( \bar{R}_P \) is the mean of the returns of the tracking portfolio, \( \bar{R}_I \) is the mean of the returns of the index, and \( TE^*_t \) is the TE, adjusted for bias. Sometimes, the standard deviation of the TE is used:

\[ TESTD = \sqrt{TEV}. \]

---

174 See Roßbach/Karlow (2011 p. 8).
While the TEV is used very often, it does have the disadvantage of including a shift. This means that, if the return on the tracking portfolio minus the return on the index is constant, then the TE is a constant and its variance is zero, although there is a deviation from the index. This is illustrated in Figure 3.6. Portfolio 1 has an obviously worse tracking quality than Portfolio 2 but the TEV of Portfolio 1 is equal to zero while the TEV of Portfolio 2 is greater than zero.

![Figure 3.6: Weakness of the TEV](image)

It is possible to show that MSE and TEV are related:

\[
TEV = \text{Var}[R_I - R_P] = E[(R_I - R_P - (\bar{R}_I - \bar{R}_P))^2] = E[(R_I - R_P)^2] - (E[R_{I,t} - R_{P,I}])^2 = MSE - (\bar{R}_I - \bar{R}_P)^2.
\]

TEV is not suitable to be used alone to evaluate the quality of a tracking portfolio if \((\bar{R}_I - \bar{R}_P)^2 \neq 0\). The expectation of the TE should also be reported. Therefore, MSE is more appropriate, since it is the sum of the variance of the TE and its squared expected value.

A further weakness of the traditional measures of tracking quality (MAD, MSE, and TEV) is that they do not take into account negative serial autocorrelation in the TE. This leads to an upward bias if more frequent data are used, so that the TE measure resulting from daily data will be larger than that resulting from weekly or monthly data. The negative serial

---

175 See Beasley/Meade/Chang (2003, p. 629).
176 See Roßbach/Karlow (2011 p. 8).
177 See Pope/Yadav (1994, p. 30). The negative serial autocorrelation is the negative correlation of TE with itself.
autocorrelation of the TE follows from the empirical fact that the asset returns are serially autocorrelated.\textsuperscript{178}

A good measure of tracking quality must evaluate the ex post tracking quality from the viewpoint of an investor. For an investor, a tracking portfolio is of high quality if it performs similarly to the index. Similarity in this context means that the tracking portfolio and the index do not really deviate from each other in terms of growth in value. The more similar a tracking portfolio is to the index, the higher quality it is in the eyes of the investor. The period over which the quality of tracking is validated we call the investment period.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3_7.png}
\caption{Returns of the DAX and Two Tracking Portfolios with Equal MADs\textsuperscript{179}}
\end{figure}

Unfortunately, neither the MAD nor the MSE reflect this definition of quality regarding deviations in growth in value. This can be demonstrated easily. Figure 3.7 shows the returns of the DAX and two artificially constructed tracking portfolios. Tracking Portfolio 1 has exactly the same returns as the index, except in period 6 where the return has a surplus of 6.6 percent. On the other hand, Tracking Portfolio 2 has small deviations from the index in every period. The MADs of both tracking portfolios are equal. This means that, according to MAD, both tracking portfolios have identical tracking quality.

\textsuperscript{178} See Lo/MacKinlay (1988).
\textsuperscript{179} See Roßbach/Karlow (2011 p. 11).
Assuming one invests 1,000 Euros in the index and in each tracking portfolio in period 0, the growth of the three portfolios would be as illustrated in Figure 3.8. It is obvious that Tracking Portfolio 1 is much worse at tracking the index than Tracking Portfolio 2. Thus, the MAD is not a feasible way of measuring the ex post tracking quality.

Repeating this experiment with the MSE measure shows similar results. The index and Tracking Portfolio 1 are the same as in the previous example but a different Tracking Portfolio 2, this time with the same MSE as Tracking Portfolio 1, is generated (see Figure 3.9).

---


Figure 3.10 shows that Tracking Portfolio 1 is again worse than Tracking Portfolio 2 at tracking the index. Thus, the MSE is not a feasible approach either, in terms of measuring the ex post tracking quality.

This raises the question of which measure should be used for tracking quality in the investment period. In the next section, we introduce the ex post tracking quality measure, which is able to evaluate the closeness of a tracking portfolio to an index, in terms of value.

### 3.2.2 Ex post tracking quality

An ex post tracking measure that calculates the deviations between the values of the tracking portfolio and the index seems to be most appropriate from the investors’ point of view. Simply taking the difference between the terminal value of the tracking portfolio and that of the index portfolio at the end of the time interval could be subject to too much chance. A useful measure of the ex post tracking quality should measure the mean absolute differences across all periods of the time interval.

An ex post tracking quality (ETQ) measure satisfying this requirement can be calculated using the formula

\[
ETQ = \frac{1}{T} \sum_{t=1}^{T} \left| \frac{V_{I,t}}{V_{I,0}} - \frac{V_{P,t}}{V_{P,0}} \right|
\]  

(3.3)

---


183 A similar measure is used by Gaivoronski/Krylov/van der Wijst (2005, p. 120). However, their measure cannot be interpreted as the area between the value curves of the index and the tracking portfolio.
where $V_P$ is the value of the tracking portfolio, and $V_I$ is the value of the index.

Graphically, this measure can be interpreted as the area between two curves — one for the index and one for the tracking portfolio — that are the result of investing one monetary unit in the index and in the tracking portfolio, respectively, at the beginning of the time period (see Figure 3.11).

This measure expresses the average difference between the value of the tracking portfolio and the value of the index relative to their initial values at time $t = 0$. Its application clearly shows that Tracking Portfolio 1 is worse in both of the cases illustrated in Figure 3.8 and Figure 3.10. Tracking Portfolio 1 has an ETQ of 6.149%, while Tracking Portfolio 2 in Figure 3.8 has an ETQ of 0.468% and Tracking Portfolio 2 in Figure 3.10 has an ETQ of 1.884%. Thus, the measure meets the requirements stated above.

![Figure 3.11: Ex Post Tracking Quality Shown as the Area between Two Curves](image)

Moreover, this measure is not affected by the negative autocorrelation of the returns if more frequent data are used since it depends on the values of the tracking portfolio and the index. Additionally, the compounding of these values is taken into consideration. This can be seen from the equation for compounded returns:

$$R_t^c = \frac{V_t}{V_0} - 1 = \prod_{k=1}^{t} (1 + R_k) - 1,$$  \hspace{1cm} (3.4)

where $R_t^c$ is the return compounded up to period $t$, and $R_k$ is the simple return for period $k$. 
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Using this equation, the ETQ (3.3) can be rewritten as the sum of the absolute differences between the compounded returns:

\[
ETQ = \frac{1}{T} \sum_{t=1}^{T} |R_{I,t}^c - R_{P,t}^c|.
\]

Since ETQ is based on the compounded returns it is a good measure for evaluating the long-term quality of a tracking portfolio. The use of the ETQ demonstrates the difference between the values of the estimated tracking portfolios and that of the index. In contrast, the traditional measures are better for evaluating short-term tracking quality, since they are computed based on the TE over a short time period and the sequence of the returns by their computation is not taken into consideration.
3.3 Selected methods of optimized sampling

Tracking quality measures are not only used to indicate the performance of a tracking portfolio. They can also be used as a basis for constructing tracking portfolios. In this section, we describe methods of optimized sampling that are based on minimizing tracking quality measures.

3.3.1 Minimizing traditional measures

The general optimization problem for optimized sampling to find the weights for the tracking portfolio is based on the minimization of the measure of tracking quality (e.g., MAD), which in turn depends on the TE:

$$\text{minimize} \quad \text{measure(TE)}.$$  \hfill (3.5)

The weights of the tracking portfolio should sum to one:

$$\sum_{i=1}^{N} w_i = 1.$$ 

Any of the traditional measures described in Section 3.2 can be used as the measure of tracking quality in the optimization problem (3.5).

The MAD and RMSE measures from Section 3.3.1 can be extended using the generalized traditional measure (GTM):184

$$GTM = \left( \sum_{t=1}^{T} \Delta_t |TE_t|^p \right)^{1/p},$$

where $\Delta_t$ is a weighting factor and $p > 0$ is a power. Depending on the choice of factor $p$ it is possible to construct different measures of tracking quality. For example, this measure is equal to MAD if $p = 1$ and to RMSE if $p = 2$.

Basically, the weighting factor $\Delta_t$ is equal to $1/T$ for all $t$. However, it is possible to assign larger weights to more important data points and smaller weights to less important data points. For example, the older data points are less important, therefore smaller weighting

---

184 See Beasley/Meade/Chang (2003, p. 629).
factors $\Delta_t$ can be assigned to them than to the more recent data points. It is possible to use an exponential weighting function to achieve this, such as the exponentially-weighted moving average:\textsuperscript{185}

$$
\Delta_t = (1 - \alpha)\alpha^{t-1}, t = 1, \ldots, T, 0 < \alpha \leq 1.
$$

Additionally, different constraints can be added to the optimization problem (3.5). Typical constraints, which prohibit the short selling of assets, are

$$
w_i \geq 0, i = 1, \ldots, N.
$$

Depending on the measure of tracking quality (for example MAD, MSE, or TEV) that is plugged into the optimization problem, tracking portfolios with different risk/return properties can be constructed\textsuperscript{186} but what would be an appropriate measure to be minimized? It is possible to rewrite the optimization problem as a regression problem. The tracking error $TE_t^*$ is an error term, usually denoted by $e_t$. Thus, we can write

$$
R_{I,t} = R_{P,t} + b + TE_t^* = R_{P,t} + b + e_t = \sum_{i=1}^{N} w_i r_{i,t} + b + e_t,
$$

where $b$ is a constant difference between the tracking portfolio and the index, usually equal to zero. We can adjust the TE for bias by adapting the TE given in equation (3.1):

$$
TE_t^* = R_{I,t} - R_{P,t} - b = TE_t - b
$$

If term $b \neq 0$, then we are interested in minimizing the variability of the returns of the tracking portfolio around the returns of the index. The value of parameter $b$ is the value, which is determined by the optimization procedure in the estimation period. The usage of the term $b$ allows for the fact that we are not taking into account the constant deviations between the index returns and the tracking portfolio returns during the optimization. This allows us to concentrate on the variability of the tracking portfolio around the index. The TE in form (3.6) can be used in the optimization instead of the non-adjusted $TE_t$ (equation (3.1)), but for performance measurement the usage of the term $b$ has the disadvantage of causing a shift, as was demonstrated for TEV, where $b = \bar{R}_I - \bar{R}_P$, in Section 3.2.1.

\textsuperscript{185} See Jorion (2007, p. 230).

\textsuperscript{186} See, for example, Rudolf/Wolter/Zimmermann (1999, p. 102), or Rey/Seiler (2001).
The probabilistic characteristics of the error term have an essential influence on the estimation of the parameters $w_i$. Thus, it can be shown that, if the error terms are IID and follow a normal distribution, the minimization of the MSE gives the best linear unbiased estimator. However, if the error terms are IID and follow a Laplace distribution, then it can be shown that the minimization of the MAD gives the most likely estimator.

The first problem that arises from the regression formulation is that the regression problem for the index tracking problem violates the assumptions (zero expectation of TE, independence of TEs, constant variance of TEs, and independence of the estimated parameters and TEs) used for regression problems, since the explained and explanatory variables are correlated returns and the weights of the tracking portfolio are not time invariant. The second problem is that the constraints used in the formulation of the index tracking problem can add bias to the estimator. To fix these problems, it is preferable to use robust methods to estimate the weights of the tracking portfolio. In the following sections, we describe the minimax and conditional value-at-risk approaches.

### 3.3.2 Minimax approach

The minimax approach is the worst-case approach, where the aim is to minimize the MAXD between the index and the tracking portfolio. In this case, the measure of tracking quality used in the optimization problem (3.5) is formulated as follows:

$$MAXD = \max_{t=1,\ldots,T} |TE_t^*|$$

To solve the resulting optimization problem, it must be reformulated as

$$\begin{align*}
\text{minimize} \quad & \theta \\
\text{subject to} \quad & TE_t^* \leq \theta \\
& -TE_t^* \leq \theta \\
& t = 1, \ldots, T \\
& \sum_{i=1}^{N} w_i = 1 \\
& w_i \geq 0, i = 1, \ldots, N.
\end{align*}$$

---

187 Independent and identically distributed.
189 See Bamberg/Wagner (2000).
190 See Hansen (2012, p. 151)
Solving this optimization problem, we find the smallest value $\theta^*$, such that, for all data points $t = 1, \cdots, T$, the difference between the return of the index and that of the tracking portfolio is less than or equal to this value:

$$-\theta^* \leq TE_t^* \leq \theta^*.$$  

The minimax approach can be extended to the conditional value-at-risk approach by allowing a certain number of absolute deviations to fall outside the interval $[-\theta^*, \theta^*]$.

### 3.3.3 Minimization of conditional value-at-risk

The conditional value-at-risk (CVAR) approach to index tracking can be formulated using the following measure of tracking quality:

$$CVAR_\alpha = \varepsilon + \frac{1}{T(1 - \alpha)} \sum_{t=1}^{T} \max(0, |TE_t^*| - \varepsilon),$$

where parameter $(1 - \alpha) \in [0, 1]$ is pre-selected and specifies the probability that the deviations from the index are larger than parameter $\varepsilon$.\(^{192}\) This parameter $\varepsilon$ is not fixed and is determined by solving the optimization problem with fixed level $\alpha$. Hence, the value of parameter $\varepsilon$ is equal to the value-at-risk (VAR) with confidence level $\alpha$. The CVAR measure can be interpreted as the mean of all absolute deviations of the tracking portfolio from the index that are larger than $\varepsilon$. Any deviations that are smaller than $\varepsilon$ are ignored. The MAXD and CVAR measures are illustrated in Figure 3.12.

\(^{192}\) See Rockafellar/Uryasev (2002).

\(^{193}\) This figure is adapted from Uryasev (2000).
By introducing error slopes $\xi_t, \xi_t^*$ such that

$$
\begin{align*}
\xi_t &= \max(0, T E_t^* - \varepsilon) \\
\xi_t^* &= \max(0, -T E_t^* - \varepsilon)
\end{align*}
$$

$t = 1, \ldots, T$,

we can formulate the optimization problem (3.5) for the CVAR measure as

$$
\begin{align*}
\minimize_{w, \varepsilon, \xi, \xi^*} & \quad \varepsilon + \frac{1}{T(1-\alpha)} \sum_{t=1}^{T} (\xi_t + \xi_t^*) \\
\text{subject to} & \quad T E_t^* \leq \varepsilon + \xi_t \\
& \quad -T E_t^* \leq \varepsilon + \xi_t^* \\
& \quad \xi_t \geq 0, \xi_t^* \geq 0 \\
& \quad t = 1, \ldots, T \\
& \quad \sum_{i=1}^{N} w_i = 1 \\
& \quad w_i \geq 0, i = 1, \ldots, N.
\end{align*}
$$

(3.7)

Hence, any absolute differences between the returns of the tracking portfolio and the index that are larger than parameter $\varepsilon$ are penalized by the constant $\frac{1}{T(1-\alpha)}$.

### 3.3.4 Portfolio structure: weights versus numbers

The evolution of the value of the tracking portfolio through time depends on the assets that make up the portfolio. There are two ways to describe the positions of these assets within the portfolio. The first way is to use the number of units of each asset. The second is to use the weight of each asset.

Studies of the index tracking problem model the portfolio structure in different ways, using fixed weights or fixed numbers (see Section 3.1.2.2). We can illustrate the difference between these two methods using the following example:

Suppose we take a portfolio containing 41 MOLX (Molex Incorporated) stocks, which corresponds to 1.21% of the portfolio value at the beginning of the investment period. Over time, the number of stocks required to hold this weight constant must vary due to the relative price changes of the portfolio components (see left side of Figure 3.13). This follows from the formula
\[ n_{i,t} = \frac{w_i V_{P,t}}{S_{i,t}}. \]

Hence, transactions must be made to keep the weights constant. Alternatively, we can fix the number of MOLX stocks instead. Now, the relative weight of this stock will vary over time (see right side of Figure 3.13).

![Diagram showing weight and number variations over time.

Figure 3.13: Weights versus Numbers

The weight at a fixed point in time is given by

\[ w_{i,t} = \frac{n_i S_{i,t}}{V_{P,t}}. \]

Hence, we can use either fixed weights or fixed numbers of stocks to describe the evolution of the value of an asset within the portfolio over time but these two approaches are not equivalent.

A buy-and-hold strategy is based on using fixed numbers of stocks. The implementation of this strategy assumes that the assets in the tracking portfolio are bought at some point in time and then held without making any changes. From the example above, we can see that a portfolio made up of fixed weights of assets is not consistent with a buy-and-hold strategy. In contrast, a portfolio based on fixed numbers of assets is a natural choice for tracking the index.

To make the sampling consistent with a buy-and-hold strategy, different methods can be used. The return on the portfolio at time \( t \) can either be calculated based on time-dependent variable weights or on fixed numbers of stocks:
\[ R_{P,t} = \sum_{i=1}^{N} w_{i,t} r_{i,t} = \sum_{i=1}^{N} \frac{n_i S_{i,t}}{n_i S_{i,t-1}} - 1. \] (3.8)

If we use weights for the tracking portfolio, we should remove their dependence from time. If we use numbers, we should remove the variables in the denominator to make the function of returns linear. The different strategies that can be used to transform the returns of the tracking portfolio, shown in equation (3.8), so that they can be used in the optimization problem are as follows:

**Simple approximation**

To avoid computational complexity, the variable weights are usually approximated by fixed weights:

\[ w_{i,t} = w_{i,0} \approx w_i, \]

This is the simplest method.

**Correction at the beginning of the period**

Now we assume that the relationships between the value of the portfolio at the start of the estimation period and its values at any other points in time are approximately equal to the corresponding relations for the index itself. Then, the variable weights can be transformed into fixed weights using the following correction factor:

\[ w_{i,t} = \frac{n_i S_{i,t}}{V_{P,t}} = \left[ n_i = \frac{w_{i,0} V_{P,0}}{S_{i,0}} \right] = w_{i,0} \frac{V_{P,0} S_{i,t}}{V_{P,t} S_{i,0}} \approx \frac{w_{i,0} V_{I,0} S_{i,t}}{V_{I,t} S_{i,0}}. \] (3.9)

Bamberg and Wagner\(^\text{196}\) correct the weights at the beginning of the period, using returns, as follows:

\[ w_{i,t} \approx w_{i,0} \prod_{k=1}^{t} \frac{1 + r_{i,k}}{1 + R_{i,k}}. \] (3.10)

\(^{194}\) See, for example, Meade/Salkin (1989, p. 878 (ii)).

\(^{195}\) See Montfort/Visser/van Draat (2008).

\(^{196}\) See Bamberg/Wagner (2000).
It is possible to show that (3.9) is equivalent to (3.10). Reformulating equation (3.9) gives:

\[ w_{i,t} \approx w_{i,0} \frac{V_{I,t} S_{i,t}}{V_{I,t} S_{i,0}} = w_{i,0} \frac{1 + \left[ \frac{S_{i,t}}{S_{i,0}} - 1 \right]}{1 + \left[ \frac{V_{I,t}}{V_{I,0}} - 1 \right]} \]  

(3.11)

Substituting the expressions in squared brackets in (3.11) with the equation for compounded returns (3.4) completes the proof.

**Correction at the end of the period**

In the same way, we can make adjustments to the weights at the end of the period:

\[ w_{i,t} = n_i \frac{S_{i,t}}{V_{P,t}} = n_i = \frac{w_{i,T} V_{P,T}}{S_{i,T}} \]

\[ w_{i,T} \frac{V_{P,T} S_{i,t}}{V_{P,t} S_{i,t}} = \left[ \frac{V_{P,T}}{V_{P,t}} \approx \frac{V_{I,T}}{V_{I,t}} \right] \approx w_{i,T} \frac{V_{I,T} S_{i,t}}{V_{I,t} S_{i,T}} \]

**The use of compounded returns**

It is also possible to use a measure of tracking quality that is based on compounded returns. In this case,

\[ T E_t^c = R_{I,t}^c - R_{P,t}^c \]

We can define different measures of tracking quality in the same way as we did for simple returns. For example, we can define the MAD measure for compounded returns as follows:

\[ MAD^c = \frac{1}{T} \sum_{t=1}^{T} |R_{I,t}^c - R_{P,t}^c| = \frac{1}{T} \sum_{t=1}^{T} |TE_t^c|. \]

Substituting equation (3.4) into this instead of the compounded returns gives

\[ MAD^c = \frac{1}{T} \sum_{t=1}^{T} \left| \frac{V_{I,t}}{V_{I,0}} - \frac{V_{P,t}}{V_{P,0}} \right|. \]  

(3.12)

Note that this measure is the same as the ex post tracking quality measure (see equation (3.3)).

To use this measure for the optimization, we must transform it. First, we rewrite the relation between the portfolio values as
\[
\frac{V_{P,t}}{V_{P,0}} = \sum_{i=1}^{N} \frac{S_{i,t} n_i}{V_{P,0}} = \sum_{i=1}^{N} \frac{S_{i,t} n_i}{V_{P,0}} \left[ \frac{S_{i,0} V_{I,0}}{S_{i,0} V_{I,0}} \right] = \sum_{i=1}^{N} \left[ \frac{n_i S_{i,0}}{V_{I,0}} \right] \frac{V_{I,0} S_{i,t}}{V_{P,0} S_{i,0}} = \sum_{i=1}^{N} \frac{V_{I,0} S_{i,t}}{V_{P,0} S_{i,0}}.
\] (3.13)

Substituting (3.13) into (3.12) we obtain

\[
MAD^c = \sum_{t=1}^{T} \left| \frac{V_{I,t}}{V_{I,0}} - \sum_{i=1}^{N} w_i \frac{V_{I,0} S_{i,t}}{V_{P,0} S_{i,0}} \right|.
\]

Then we can use this measure in the optimization problem (3.5). The \(MAD^c\) measure, based on compounded returns, takes into account the sequence of the returns, which may help us to find tracking portfolios with high tracking quality.

**Assumption that the portfolio value is equal to the index value in the previous period**

For the next approximation, we assume that

\[
V_{P,t-1} \approx V_{I,t-1}.
\] (3.14)

The returns of the portfolio can then be written as

\[
R_{P,t} = \frac{V_{P,t} - V_{P,t-1}}{V_{P,t-1}} \approx \frac{V_{P,t} - V_{I,t-1}}{V_{I,t-1}},
\]

where the value of the portfolio in the previous period is completely replaced by the index value. We need an additional constraint here:

\[
\sum_{i=1}^{N} n_i S_{i,0} = V_{I,0},
\] (3.15)

where the portfolio value and the index value are equal at the beginning of the estimation period.

**Assumption that the portfolio return is related to the index value in the previous period**

Here we use the same assumption (3.14) as above but now the returns of the tracking portfolio are approximated as follows:\(^{197}\)

---

\(^{197}\) See Meade/Salkin (1989, p. 878 (i)).
\[ R_{P,t} = \frac{V_{P,t} - V_{P,t-1}}{V_{P,t-1}} \approx \frac{V_{P,t} - V_{I,t-1}}{V_{I,t-1}}. \]

where the value of the portfolio is replaced by the value of the index in the denominator. As before, it is necessary to use constraint (3.15).

We systematize the approximation methods described above in Table 3.3.

<table>
<thead>
<tr>
<th>Approximation</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple approximation</td>
<td>( R_{P,t} = \sum_{i=1}^{N} w_i T_{i,t} )</td>
</tr>
<tr>
<td>Correction at the beginning of the period</td>
<td>( R_{P,t} = \sum_{i=1}^{N} w_{i,0} \frac{V_{i,T}}{V_{i,0}} \frac{S_{i,t}}{S_{i,T}} T_{i,t} )</td>
</tr>
<tr>
<td>Correction at the end of the period</td>
<td>( R_{P,t} = \sum_{i=1}^{N} w_{i,T} \frac{V_{i,T}}{V_{i,u}} \frac{S_{i,t}}{S_{i,u}} T_{i,t} )</td>
</tr>
<tr>
<td>The use of compounding returns</td>
<td>( R_{P,t} = \sum_{i=1}^{N} w_{i,0} \frac{V_{i,u}}{V_{i,u}} \frac{S_{i,t}}{S_{i,u}} - 1 )</td>
</tr>
<tr>
<td>Assumption that the portfolio value is equal to</td>
<td>( R_{P,t} = \frac{\sum_{i=1}^{N} w_{i,t} S_{i,t} - V_{i,t-1}}{V_{i,t-1}} )</td>
</tr>
<tr>
<td>the index value in the previous period</td>
<td></td>
</tr>
<tr>
<td>Assumption that the portfolio return is related to</td>
<td>( R_{P,t} = \frac{\sum_{i=1}^{N} w_{i,t} S_{i,t} - \sum_{i=1}^{N} w_{i,t} S_{i,t-1}}{V_{i,t-1}} )</td>
</tr>
<tr>
<td>the index value in the previous period</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Approximations of Tracking Portfolio Returns

We have seen that there are different ways to approximate the tracking portfolio returns for use in the optimization problem, but which is the best? We test these approaches empirically in Section 4.1.
3.4 Requirements and performance assessment

In this section, we define the requirements of the sampling process and ways of assessing the performance of different methods.

3.4.1 The absolute stability of the tracking quality

The index tracking problem is solved by a sampling procedure using past data. We call the period used to estimate the portfolio weights the estimation period. To validate the quality of tracking, it is necessary to invest in the portfolio and check how well it tracks the index over a new period. We call this the investment period.

The quality of a tracking portfolio, selected using one of the above methods of optimized sampling, can be measured by any of the measures described in Section 3.2. We expect the absolute value of this measure to be at roughly the same level in the estimation period as in the investment period. The ratio and the difference between the absolute values of a measure of tracking quality in the two periods are alternative indicators of the absolute stability (AS) of the tracking quality:

\[ AS_{ratio} = \frac{err_{inv}}{err_{est}} \]  

\[ AS_{diff} = err_{inv} - err_{est}. \]

where \( err_{inv} \) is the value of the tracking quality measure in the estimation period and \( err_{est} \) is its value in the investment period. If the sampling method produces a tracking portfolio with absolutely stable tracking quality, then \( AS_{ratio} \) will be equal to one and \( AS_{diff} \) to zero. Equations (3.16) and (3.17) can be rewritten as:

\[ err_{inv} = err_{est} AS_{ratio} \]

\[ err_{inv} = err_{est} + AS_{diff}. \]

Hence, the value of the tracking quality measure in the investment period depends on the value of the tracking quality measure in the estimation period, corrected by the \( AS \) indicator.

It is possible to quantify the \( AS_{ratio} \) and \( AS_{diff} \) indicators using the data in the estimation period. This will be shown in Section 5.1.4.3. As a consequence, one can estimate the value of a tracking quality measure in the investment period.
3.4.2 The relative stability of the tracking quality

The selection of tracking portfolios from a set of candidate tracking portfolios assumes that those portfolios with high tracking quality during the estimation period will also have high tracking quality during the investment period. However, two types of error can occur (see Figure 3.14).

The first type is when the predicted quality of the tracking portfolio using the estimation period is high but the portfolio actually has low tracking quality in the investment period. Investing in this tracking portfolio will cause the investor to incur a direct loss. The second type of error involves opportunity loss. The tracking portfolio in this case is predicted to have low tracking quality according to the estimation period, but in fact will have high tracking quality in the investment period.

To identify the two types of error we can sort the tracking portfolios from highest to lowest tracking quality according to the estimation period and assign ranks to them, and then do the same for the investment period. A positive difference between a tracking portfolio’s rank in the investment period and its rank in the estimation period is an indication of a type I error. A negative difference indicates a type II error. We can draw a histogram of the distribution of

---

198 Adapted from Sobhart/Keenan/Stein (2000, p.6) and applied to the index tracking problem.
differences in ranks for different tracking portfolios (see Figure 3.15). Type II errors are on the left and type I errors on the right.

Another example illustration of this effect is given in Figure 3.16. As before, the tracking portfolios are sorted by tracking quality measure from high to low quality, separately, for the estimation and investment periods. If the rank of the tracking portfolio in the estimation period is the same as its rank in the investment period, then the portfolio will lie on the diagonal. If the tracking quality of the portfolio is lower in the investment period, then its quality has been overestimated and it will lie above the diagonal. Portfolios whose quality has been underestimated lie below the diagonal.

To quantify the two types of error we can also use quantiles. In this case, we rank candidate tracking portfolios according to their tracking quality in the estimation and investment periods and then separate the portfolios into quantiles according to their ranks, for each time period.
The resulting table indicates poor stability if a high percentage of the tracking portfolios are in different quantiles according to the estimation and investment periods (see Figure 3.17).

Formally, the proportion of portfolios in each quantile can be defined as

\[ a_{i,j} = \frac{M}{P} \sum_{p=1}^{P} \delta_{i,j}^p, \]

where \( M \) is the total number of quantiles, \( P \) is the total number of portfolios, and

\[ \delta_{i,j}^p = \begin{cases} 1 & \text{if portfolio } p \text{ is in } i \text{ quantile in the estimation period and in } j \text{ quantile in the investment period,} \\ 0 & \text{otherwise.} \end{cases} \]

As a result, the table illustrated in Figure 3.17 can be represented by the matrix \( A \):

\[
A = \begin{pmatrix}
\ a_{1,1} & \ldots & a_{1,M} \\
\ldots & \ldots & \ldots \\
a_{M,1} & \ldots & a_{M,M}
\end{pmatrix}.
\]

The sum of the values in each row and each column is equal to one by definition:

\[
\sum_{i=1}^{M} a_{i,j} = \sum_{j=1}^{M} a_{i,j} = 1.
\]

If none of the tracking portfolios change quantiles, then all of the elements on the diagonal of matrix \( A \) will be equal to one:

\[ a_{i,i} = 1, \quad i = 1, \ldots, M. \]

If this is not the case, we can calculate a stability measure as follows:

\[ RS = \frac{1}{M} \sum_{i=1}^{M} a_{i,i}. \]

Unfortunately, this measure does not take into account the values of the other off-diagonal elements. To do so, we need another measure of relative stability. The pictures of dispersion tables below show three possible cases (see Figure 3.18): the best case, a random case, and the worst case.
In the best case, all portfolios remain in the same quantile in both periods. In the random case the proportion of portfolios in each cell of the dispersion table is equal. In the worst case, all portfolios move into the opposite quantile when we look at the investment period rather than the estimation period.

To distinguish between these three cases we compute the indicator of relative stability (RS), which quantifies the dispersion effect as a single number. To compute RS, we first calculate the elements $D_m$ in the dispersion table as follows:

$$D_1 = a_{1,1}$$

$$D_2 = D_1 + a_{2,2} + \sum_{i=1}^{1} (a_{i,1} + a_{2,i})$$

$$D_3 = D_2 + a_{3,3} + \sum_{i=1}^{2} (a_{i,2} + a_{2,i})$$

$$D_m = D_{m-1} + a_{m,m} + \sum_{i=1}^{m-1} (a_{i,m-1} + a_{m-1,i})$$
\[ D_1 = a_{1,1} \]
\[ D_m = D_{m-1} + a_{m,m} + \sum_{i=1}^{m-1} (a_{i,m-1} + a_{m-1,i}). \]

These elements are illustrated in Figure 3.19. Computing them that way we quantify the concentration of the portfolios from high to low tracking quality in both (estimation and investment) periods. Then, RS can be computed as

\[ RS = \frac{1}{M} \sum_{m=1}^{M} \left( m - \frac{D_m}{M} \right). \tag{3.18} \]

This indicator shows the average difference between the best-case dispersion table and the current dispersion table.

In the best case, all elements on the diagonal are equal to one, therefore

\[ D_m = m. \]

Substituting \( D_m \) into equation (3.18), we have

\[ RS^{\text{best}} = \frac{1}{M} \sum_{m=1}^{M} \left( m - \frac{m}{M} \right) = 0. \]

In the random case, all elements in matrix \( A \) are equal to \( \frac{1}{M} \), therefore

\[ D_m = \frac{m^2}{M}. \]

Substituting these values for \( D_m \) into equation (3.18), we obtain (see Appendix 1):

\[ RS^{\text{rand}} = \frac{1}{M} \sum_{m=1}^{M} \left( m - \left( \frac{m}{M} \right)^2 \right) = \frac{1}{6} - \frac{1}{6M^2}. \tag{3.19} \]

From equation (3.19) we have that, if the number of quantiles goes to infinity, \( M \to \infty \), then

\[ RS^{\text{rand}} \to \frac{1}{6}. \]

In the worst case, all elements on the reverse diagonal are equal to one. We have two cases here, if \( M \) is an odd number, then
\[ D_m = \max[0, 2(m - \frac{M}{2})]. \]

If \( M \) is an even number, then
\[ D_m = \max[0, 2(m - 1) - \frac{M}{2})]. \]

Hence, in both cases (see Appendix 1)
\[ RS_{\text{worst}} = \frac{1}{4}. \]

We define the stability ratio (SR) relative to the random case for large \( M \):
\[ SR = \frac{RS}{RS_{\text{random}}} = 6RS. \] \hfill (3.20)

Then, the optimization procedure gives no gain compared to the random case when the ratio approaches one:
\[ SR^{\text{random}} = 6 \times \frac{1}{6} = 1. \]

If the ratio is greater than one, then the optimization procedure will rate the portfolios in reverse order. For the worst case,
\[ SR^{\text{worst}} = 6 \times \frac{1}{4} = 1.5. \]

The ratio for the best case is equal to
\[ SR^{\text{best}} = 6 \times 0 = 0. \]

The stability ratio also has a graphical interpretation (see Figure 3.20).
The two axes show the cumulative shares of portfolios from the highest to the lowest quality in the estimation and investment periods respectively. We can display the best, worst and random cases of the dispersion table as curves. A point on a curve can be interpreted as “from n% of portfolios of the highest quality in the estimation period, only m% are of the highest quality in the investment period”. The current dispersion table is displayed as a dotted line. We compare it with the best case. The smaller is the area of the shape $A$, the more stable is the tracking quality of the portfolios produced by the sampling. We can define the SR as the ratio of the area of shape $A$ to the area of shape $B$ (the area between the random case and the best case).

$$SR = \frac{RS}{RS_{\text{random}}} = \frac{A}{B}.$$ 

This definition of the SR coincides with the ratio (3.20). The equivalence follows from equation (3.18), which defines the areas of $A$ and $B$.

The next two indicators that can be used to define the relative stability are the Spearman and Kendall rank correlation coefficients. To calculate these coefficients, the portfolios are sorted from the highest to the lowest quality in both the estimation and investment periods. Then, ranks are assigned for both periods. The Spearman correlation coefficients are calculated as:

---

199 For the worst case, the cumulative share of the portfolios from the highest to the lowest tracking quality in the investment period (axis y) is equal to zero for the first 50% of portfolios in the estimation period (axis x). Then, the cumulative share of portfolios goes up to 100%. This can be explained using an example. In the estimation period, six portfolios are ranked according to their quality: [1 2 3 4 5 6]. In the investment period, for the worst case, they are sorted as [6 5 4 3 2 1]. As a result, only the first 50% of portfolios in the estimation period have a better relative quality in that period in comparison to the investment period.
\[ \rho = \frac{\sum_{p=1}^{P} RE_p RI_p - \frac{1}{P} \sum_{p=1}^{K} RE_p \sum_{i=1}^{K} RI_p}{\sqrt{\left( \sum_{p=1}^{P} RE_p^2 - \frac{1}{P} \left[ \sum_{p=1}^{P} RI_p \right]^2 \right) \left( \sum_{p=1}^{P} RI_p^2 - \frac{1}{P} \left[ \sum_{p=1}^{P} RE_p \right]^2 \right)}}. \]

where \( RE_p \) is the rank of portfolio \( p \) in the estimation period and \( RI_p \) is the rank of the same portfolio \( p \) in the investment period.\(^{200}\)

The Kendall rank correlation coefficient is computed as:\(^{201}\)

\[ \tau = \frac{2(P_c - P_d)}{P(P - 1)}, \]

where \( P_c \) is the number of concordant portfolios, \( P_d \) is the number of discordant portfolios, and \( P \) is the total number of portfolios. Two portfolios are concordant if \((RE_1 < RE_2 \text{ and } RI_1 < RI_2) \) or \((RE_1 > RE_2 \text{ and } RI_1 > RI_2) \). Two portfolios are discordant if \((RE_1 < RE_2 \text{ and } RI_1 > RI_2) \) or \((RE_1 > RE_2 \text{ and } RI_1 < RI_2) \).

These two coefficients both fall in the interval \([-1, 1]\). If the coefficient is equal to zero, then there is no dependence between the tracking quality in the estimation period and that in the investment period. If the coefficient is larger than zero, then there is positive dependence. The closer the coefficient is to unity, the greater the relative stability of the tracking quality.

### 3.4.3 Resistance of the tracking portfolio estimation

Other than the absolute and relative stability of tracking quality, a good method of optimized sampling should have the following properties:\(^{202}\)

- The tracking portfolio should not change dramatically when new information arises.
- If the estimation period contains any less reliable data, then the method of optimized sampling should not be overoptimized towards these data points.

Both of these properties depend on the resistance of the tracking portfolio estimation to variations in the inputs to the optimization problem.

If the sampling procedure constructs tracking portfolios that are very different as a result of


\(^{201}\) See Rinne (1995, p. 96).

\(^{202}\) Adapted from Schöttle/Werner (2006, p. 129) to apply to the case of index tracking.
small changes in data in the estimation period, then the procedure is very sensitive to the inputs, and one can say that the estimation of the tracking portfolio weights is uncertain. Using a sampling method that produces uncertain estimations of portfolio weights will lead to high transaction costs that should be avoided when tracking an index. Moreover, investors expect tracking portfolios to be characterized by a low rate of turnover.

If the estimation period contains outliers, then the estimation of the weights of the tracking portfolio could be strongly biased towards this group of assets, which again is not desirable when solving an index tracking problem. Since it is unlikely that these outlying assets will exhibit the same critical behaviour in the investment period, this could lead to a deterioration in tracking quality.
3.5 Summary

Sampling methods can be implemented since assets can contain duplicated information about the index and some assets may have weak informational content. This review of different approaches to sampling has shown that some solve the asset selection and weighting problems separately while others use a mixed approach.

The tracking quality in the investment period can be evaluated by traditional measures, such as MAD, MSE and TEV. However, these measures have weaknesses when used for this purpose. Therefore, we introduced the ex post tracking quality measure, which is the area between the normalized curves of the evolution of the values of the index and the tracking portfolio.

In this chapter, we selected certain methods of optimized sampling and further analysed their empirical properties. The typical form is based on the minimization of a traditional measure of tracking quality. However, it is possible to use more robust variants, namely the minimax and CVAR approaches.

The question of how to model the tracking portfolio structure so as to be consistent with a buy-and-hold strategy was also raised. Different variants of sampling can be implemented to deal with this issue.

To evaluate the different methods of optimized sampling, the concepts of absolute and relative stability of tracking quality were introduced. Moreover, the importance of estimating resistant tracking portfolios was discussed.
4 Empirical analysis

In this chapter, first, we verify which approximations of portfolio returns are appropriate for index tracking, second, we empirically analyse the absolute and relative stability of the tracking quality of different methods of optimized sampling and, third, we test the resistance of the tracking portfolio estimation to slight changes of the data in the estimation period.
4.1 Portfolio structure: weights versus numbers

4.1.1 Research method

We empirically analyse six possible ways of modelling the returns of the tracking portfolio, which were defined in Section 3.3.4, Table 3.3. For this analysis, we use the S&P1500 price index, which has 1,500 underlying US stocks. To avoid the possibility of our conclusions being caused by any one specific capital market phase, we select five time periods between 2004 and 2010. Each time period covers a different capital market phase (see Figure 4.1).203

![Figure 4.1: S&P1500](image)

We divide each selected time period into two parts: one estimation part with a length of 12 months and one investment part with a length of 3 months. The data from the estimation part is used to estimate the tracking portfolios and the data from the investment part is used to evaluate these portfolios. The values of the tracking portfolios in the investment part are computed using fixed numbers of assets, which are determined using the estimation part. We use daily asset prices and daily index levels for our calculations. Moreover, we select portfolio sizes from 30 to 240, in increments of 30, resulting in sizes of 30, 60, 90, …, 240.

---

203 This research method is based on Roßbach/Karlow (2011).
For every time period and every portfolio size, tracking portfolios are optimized using the MSE as the objective. The MSE is computed using six different methods of computing the portfolio returns, taken from Table 3.3:

- MSE with simple approximation of portfolio returns (SA) (fixed weights);
- MSE with corrected portfolio returns at the beginning of the estimation period (CB) (fixed numbers);
- MSE with corrected portfolio returns at the end of the estimation period (CE) (fixed numbers);
- MSE using compounded portfolio and index returns (CR) (fixed numbers);
- MSE with corrected portfolio returns, using the assumption that the portfolio value is equal to the index value at the previous point in time (CPI1) (fixed numbers);
- MSE with corrected portfolio returns, using the assumption that the portfolio value is equal to the index value at the previous point in time, only in the denominator (CPI2) (fixed numbers).

Hence, there are six different optimization problems used to choose the amount of each asset that is included in each portfolio, one for each approximation method. First, however, we need to select which combination of assets to include in each portfolio.

To investigate how the approximation of portfolio returns influences the tracking quality, we would need to estimate all the portfolios (i.e. all possible combinations of assets), of each given fixed size, for each method of computing the portfolio returns, and then determine the central tendency in the measure of tracking quality in the investment period. However, the estimation of all possible portfolios is an impractical task since the number of possible asset combinations that can be drawn from 1,500 assets is huge (see Table 4.1).

<table>
<thead>
<tr>
<th>Portfolio size</th>
<th>Combinations</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>5.3988E+62</td>
</tr>
<tr>
<td>60</td>
<td>1.3363E+108</td>
</tr>
<tr>
<td>90</td>
<td>3.1113E+146</td>
</tr>
<tr>
<td>120</td>
<td>1.5175E+180</td>
</tr>
<tr>
<td>150</td>
<td>2.0329E+210</td>
</tr>
<tr>
<td>180</td>
<td>3.3969E+237</td>
</tr>
<tr>
<td>210</td>
<td>1.9164E+262</td>
</tr>
<tr>
<td>240</td>
<td>7.3759E+284</td>
</tr>
</tbody>
</table>

Table 4.1: The Number of Possible Combinations of Assets for the Tracking Portfolios

As a consequence, to accomplish our task, we have to make the assumption that the measure of tracking quality is a random variable, and follows some probability distribution. To identify the nature of this variable, we select 5,000 combinations of assets for each time period, each portfolio size. For each portfolio, the stocks are randomly selected from the 1,500 stocks of the S&P1500 index. Then, using those selected stocks, we perform the optimization, based on our approximation method and estimation period, to choose the weight
of each stock. Hence, using this selection method, we neutralize the effect of stock selection and increase the representativeness of the sample of tracking portfolios. In total, \((5,000 \times 8 \times 6 \times 5) = 1.2\) million tracking portfolios are generated. These portfolios are used to analyse the influence of the approximation method on the tracking quality.

We then test whether the measure of tracking quality for one approximation method is larger than the measure of tracking quality for another method. We use a non-parametric paired Wilcoxon test with significance level \(\alpha = 0.05\) to do this. We select a paired test because the approximation methods are applied to the same combination of assets; therefore it is possible to determine which method produces the tracking portfolio with the best tracking quality for a given subset of stocks. For every period, and every portfolio size, we calculate the approximation methods are applied to the same combination of assets; therefore it is possible to determine which method produces the tracking portfolio with the best tracking quality for a given subset of stocks. For every period, and every portfolio size, we calculate the table shown in Figure 4.2.

The null hypothesis is formulated as follows: the probability that the tracking quality measure for the method in the row is larger than or equal to the measure for the method in the column is larger than 0.5. If the null hypothesis is rejected then we can say that the measure of tracking quality of the method in the row has a smaller value than that of the method in the column. Hence, the best method should have all “Y” values in its row.

### 4.1.2 Empirical results

#### Results for the estimation period

We start with the analysis of the results for the estimation period. We report in Table 4.2 the medians and inter-quartile ranges (IQRs) of the tracking qualities, which are expressed as

![Table 4.2: Comparison of Methods for the Approximation of Portfolio Returns using Wilcoxon Test](image)

Figure 4.2: Comparison of Methods for the Approximation of Portfolio Returns using Wilcoxon Test

The null hypothesis is formulated as follows: the probability that the tracking quality measure for the method in the row is larger than or equal to the measure for the method in the column is larger than 0.5. If the null hypothesis is rejected then we can say that the measure of tracking quality of the method in the row has a smaller value than that of the method in the column. Hence, the best method should have all “Y” values in its row.

---

204 We use the MOSEK solver to formulate and solve the quadratic optimization problems.

205 See Rinne (2003, p. 552). We use Octave to perform this test. The Wilcoxon test is based on the construction of the rank ordering of the absolute differences of pairs of values.
percentage RMSE (see equation (3.2)), for the tracking portfolios created using each of the six objectives.

The medians and IQRs are reported for the 5,000 random tracking portfolios of each size, for each estimation period and for every method of computing portfolio returns used in the objective in the optimization problem. For example, 0.2761, in the first row and column of the table, is the median tracking quality, expressed as RMSE, of the 5,000 tracking portfolios of size 30 using estimation period 1, generated by minimizing MSE using a simple approximation of portfolio returns (SA).

A comparison of the median tracking qualities for the six methods of approximation indicates that, in the estimation period, the CPI2 method produces portfolios that track the index much better than all the other methods (demonstrated by lower values of RMSE). This holds for all sizes of tracking portfolio and all periods.
The results for the CR and CPI1 methods are very similar to each other. This can be explained by the fact that both of these methods estimate the numbers of assets to be placed in the tracking portfolios at the beginning of the estimation period. However, this similarity is reduced in the turbulent period 5.

We also compute percentage ETQ measures (see equation (3.3)) for the tracking portfolios in the estimation period, to illustrate the closeness of the index values to the values of the tracking portfolios (see Table 4.3).

The CR and CPI1 methods both generate tracking portfolios that approximate the index values very closely in the estimation period. The quality of tracking of these two methods is approximately ten times that of the other methods. The high tracking quality of the CR and CPI1 methods is due to the fact that these two methods use tracking quality measures that are based on compounded returns and therefore contain information about the sequence of changes in the asset prices. The other methods do not contain such information.

Table 4.3: Portfolio Structure: Results for the Estimation Period (ETQ)
Comparing tracking quality expressed as ETQ and MSE we can see that CR and CPI1 methods approximate index values better than other methods, which is shown by ETQ measure, but these two methods are not the best one in respect to MSE measure. Hence, the both measures are not equivalent.

Results for the investment period

Next, we analyse the tracking quality in the investment period. We report the medians and IQRs of the tracking qualities using the ETQ measure (see Table 4.4).

<table>
<thead>
<tr>
<th>Period</th>
<th>CR Med</th>
<th>CR IQR</th>
<th>CPI1 Med</th>
<th>CPI1 IQR</th>
<th>CPI2 Med</th>
<th>CPI2 IQR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3782</td>
<td>1.3426</td>
<td>1.3646</td>
<td>1.3476</td>
<td>1.4223</td>
<td>1.3805</td>
</tr>
<tr>
<td>2</td>
<td>1.0944</td>
<td>1.0227</td>
<td>1.0700</td>
<td>0.9988</td>
<td>1.1302</td>
<td>1.0522</td>
</tr>
<tr>
<td>3</td>
<td>0.8929</td>
<td>0.8397</td>
<td>0.8953</td>
<td>0.8341</td>
<td>0.9362</td>
<td>0.8615</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.1113</td>
<td>1.1022</td>
</tr>
<tr>
<td>1</td>
<td>1.6544</td>
<td>1.6022</td>
<td>1.5997</td>
<td>1.5132</td>
<td>1.3406</td>
<td>1.2793</td>
</tr>
<tr>
<td>2</td>
<td>1.2292</td>
<td>1.2552</td>
<td>1.2292</td>
<td>1.2552</td>
<td>1.0621</td>
<td>0.9797</td>
</tr>
<tr>
<td>3</td>
<td>0.8811</td>
<td>0.8168</td>
<td>0.8811</td>
<td>0.8168</td>
<td>0.8168</td>
<td>0.8168</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.8811</td>
<td>0.8168</td>
</tr>
<tr>
<td>4</td>
<td>1.1621</td>
<td>1.2042</td>
<td>1.1621</td>
<td>1.2042</td>
<td>1.1621</td>
<td>1.2042</td>
</tr>
</tbody>
</table>

Table 4.4: Portfolio Structure: Results for the Investment Period (ETQ)

The results indicate that the CR and CPI1 procedures are not similar to one another, as they were in the estimation period. The reason for this is that the weights of the tracking portfolio under the CR procedure are transformed into numbers using the stock prices and index value at the beginning of the investment period. The numbers for the tracking portfolio under the
CPI1 procedure, however, remain unchanged. As a result, the tracking qualities for the CR procedure are worse than those for the CPI1 procedure in most cases.

To analyse the influence of the approximation method on the tracking quality, we select the best methods, according to the median ETQs, from Table 4.4. The results are shown in Table 4.5.

<table>
<thead>
<tr>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
</tr>
<tr>
<td>60</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
</tr>
<tr>
<td>90</td>
<td>CB</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
</tr>
<tr>
<td>120</td>
<td>CB</td>
<td>CPI2</td>
<td>CPI2</td>
<td>CE</td>
</tr>
<tr>
<td>150</td>
<td>CPI2</td>
<td>CPI2</td>
<td>CPI2</td>
<td>CE</td>
</tr>
<tr>
<td>180</td>
<td>CB</td>
<td>CPI2</td>
<td>CPI2</td>
<td>CPI2</td>
</tr>
<tr>
<td>210</td>
<td>CB</td>
<td>CPI2</td>
<td>CPI2</td>
<td>CPI2</td>
</tr>
<tr>
<td>240</td>
<td>CB</td>
<td>CPI2</td>
<td>CPI2</td>
<td>CPI1</td>
</tr>
</tbody>
</table>

Table 4.5: Best Methods by Median (ETQ)

Two of the methods produce tracking portfolios with better quality, on average, than the other methods in most of the cases. These methods are CE and CPI2, which model the portfolio structure using fixed numbers. The procedure that is most used in literature, SA, which models the portfolio structure using fixed weights, gives worse results than these methods. Hence, the usage of fixed numbers of assets can improve the tracking quality in the investment period in comparison to fixed weights. We test this hypothesis again later in this section, using the Wilcoxon test.

We illustrate the distribution of the tracking qualities, measured by ETQ (see equation (3.3)), for the portfolios of size 240, for the investment part of period 1, by computing a histogram for each approximation method (see Figure 4.3).
The distribution of the ETQ measure is not symmetric; it has a positive skew. Therefore, the use of the median as the measure of the central tendency is more appropriate than the mean. The best method in this particular case is CB. The histogram for this method has the highest peak, and is shifted most to the left, indicating better tracking quality.

We also compute the RMSE tracking quality measure in the investment period (see Table 4.6).

<table>
<thead>
<tr>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>180</td>
<td>240</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>IQR</td>
<td>IQR</td>
<td>IQR</td>
<td>IQR</td>
<td>IQR</td>
</tr>
<tr>
<td>0.3028</td>
<td>1.0650</td>
<td>0.3011</td>
<td>0.0658</td>
<td>0.3655</td>
</tr>
<tr>
<td>0.2808</td>
<td>0.0583</td>
<td>0.2778</td>
<td>0.0574</td>
<td>0.2393</td>
</tr>
<tr>
<td>0.2057</td>
<td>0.0385</td>
<td>0.2406</td>
<td>0.0475</td>
<td>0.2383</td>
</tr>
<tr>
<td>0.1687</td>
<td>0.0336</td>
<td>0.2168</td>
<td>0.0418</td>
<td>0.2148</td>
</tr>
<tr>
<td>0.1741</td>
<td>0.0314</td>
<td>0.1986</td>
<td>0.0379</td>
<td>0.1965</td>
</tr>
<tr>
<td>0.1633</td>
<td>0.0291</td>
<td>0.1855</td>
<td>0.0351</td>
<td>0.1839</td>
</tr>
<tr>
<td>0.1561</td>
<td>0.0286</td>
<td>0.1749</td>
<td>0.0324</td>
<td>0.1736</td>
</tr>
<tr>
<td>0.1490</td>
<td>0.0259</td>
<td>0.1671</td>
<td>0.0299</td>
<td>0.1652</td>
</tr>
<tr>
<td>0.1376</td>
<td>0.0267</td>
<td>0.1571</td>
<td>0.0285</td>
<td>0.1552</td>
</tr>
<tr>
<td>0.3304</td>
<td>0.0585</td>
<td>0.3175</td>
<td>0.0703</td>
<td>0.2944</td>
</tr>
<tr>
<td>0.2440</td>
<td>0.0475</td>
<td>0.2922</td>
<td>0.0569</td>
<td>0.2844</td>
</tr>
<tr>
<td>0.2109</td>
<td>0.0377</td>
<td>0.2521</td>
<td>0.0464</td>
<td>0.2425</td>
</tr>
<tr>
<td>0.1910</td>
<td>0.0322</td>
<td>0.2294</td>
<td>0.0408</td>
<td>0.2180</td>
</tr>
<tr>
<td>0.1769</td>
<td>0.0295</td>
<td>0.2129</td>
<td>0.0365</td>
<td>0.1998</td>
</tr>
<tr>
<td>0.1671</td>
<td>0.0273</td>
<td>0.2013</td>
<td>0.0341</td>
<td>0.1868</td>
</tr>
<tr>
<td>0.1582</td>
<td>0.0262</td>
<td>0.1909</td>
<td>0.0336</td>
<td>0.1760</td>
</tr>
<tr>
<td>0.1517</td>
<td>0.0250</td>
<td>0.1822</td>
<td>0.0234</td>
<td>0.1666</td>
</tr>
</tbody>
</table>
Here, again, the CE and CPI2 methods are best in most cases. Hence, modelling the portfolio structure using numbers of assets also improves the tracking quality when it is measured using RMSE.

### Stability of the medians

As was shown above (see Table 4.1), the total number of possible portfolios of a given size is very large. We must then question the validity of using just 5,000 randomly-selected portfolios, sampled from the entire set of possible portfolios. Figure 4.4 illustrates that the median stabilizes as the number of sampled portfolios increases. To construct this figure, the medians are computed, first using the tracking quality (expressed in ETQ) for the first two portfolios, then for the first three portfolios and so on up to 5,000. The figure below shows the medians for the investment period, for portfolios of size 240 in period 5.

![Figure 4.4: Stability of the Median (ETQ)](image)

The estimated value of the median is relatively stable after 1,000 portfolios have been included. We can see that the methods CPI1, CPI2 and CE are very similar. This coincides with the results shown in Table 4.4, where CPI1 is the best method for period 5, portfolio size 240.

<table>
<thead>
<tr>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 CPI2</td>
<td>SA CE</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>60 CPI2</td>
<td>CPI2 CE</td>
<td>CPI2 CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>90 SA</td>
<td>CPI2 CE</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>120 SA</td>
<td>CPI2 CE</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>150 CPI2</td>
<td>CPI2 CE</td>
<td>CPI2 CE</td>
<td>CPI2</td>
<td>CPI2</td>
</tr>
<tr>
<td>180 CE</td>
<td>CPI2 CE</td>
<td>CE CPI2</td>
<td>CPI2</td>
<td>CPI2</td>
</tr>
<tr>
<td>210 CE</td>
<td>CE CPI2</td>
<td>CE CPI2</td>
<td>CPI2</td>
<td>CPI2</td>
</tr>
<tr>
<td>240 CE</td>
<td>CE CE</td>
<td>CE CPI2</td>
<td>CE CPI2</td>
<td>CPI2</td>
</tr>
</tbody>
</table>

Table 4.7: Best Methods by Median (RMSE)
Wilcoxon test in the investment period

To test the significance of our findings, we use a Wilcoxon test with significance level \( \alpha = 0.05 \). We construct the summary table as depicted earlier in Figure 4.2. For example, for period 1 and tracking portfolio size 240, using the ETQ measure, the resulting table is as shown below in Table 4.8.

<table>
<thead>
<tr>
<th></th>
<th>SA</th>
<th>CB</th>
<th>CE</th>
<th>CR</th>
<th>CPI1</th>
<th>CPI2</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>-</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>CB</td>
<td>Y</td>
<td>-</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>CE</td>
<td>Y</td>
<td>N</td>
<td>-</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>CR</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>-</td>
</tr>
<tr>
<td>CPI1</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>-</td>
</tr>
<tr>
<td>CPI2</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.8: Wilcoxon Test Summary Table for Period 1, Tracking Portfolio Size 240

Here, the best methods are CB and CE, because the rows for these methods contain more “Y” values than the rows for the other methods. We construct such tables for the other periods and tracking portfolio sizes. Then, we select the best methods for each portfolio size and period (see Table 4.9).

<table>
<thead>
<tr>
<th></th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI2</td>
<td>CE</td>
<td>CE, CPI2</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI2</td>
<td>CE</td>
<td>CE, CPI2</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB, CPI2</td>
<td>CE</td>
<td>CE, CPI2</td>
<td>CE, CPI2</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2, CPI2</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB, CPI2</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2, CPI2</td>
</tr>
<tr>
<td>180</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CPI2</td>
</tr>
<tr>
<td>210</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CPI2</td>
</tr>
<tr>
<td>240</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.9: Best Methods, with Significance Level 0.05 (ETQ)

Based on the results in Table 4.9 and Table 4.5, we can conclude that the CPI2 and CE methods of approximating returns are superior to the other methods in most cases.

We make the same calculation for the RMSE measure (see Table 4.10).

<table>
<thead>
<tr>
<th></th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SA</td>
<td>SA</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA, CPI2</td>
<td>SA, CPI2</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA, CPI2</td>
<td>SA, CPI2</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA, CPI2</td>
<td>CPI2</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA, CPI2</td>
<td>CPI2</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>150</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
<td>CE</td>
</tr>
<tr>
<td>180</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE</td>
<td>CPI2, CE</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
</tr>
<tr>
<td>210</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CE</td>
<td>CE</td>
<td>CPI2</td>
<td>CE</td>
<td>CPI2</td>
<td>CPI2</td>
</tr>
<tr>
<td>240</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.10: Best Methods, with Significance Level 0.05 (RMSE)

Again, the CPI2 and CE methods of approximating returns produce better tracking quality, on average, than the other methods in most of the cases.
4.1.3 Conclusion

The first conclusion is that modelling the tracking portfolio structure using fixed numbers of assets is superior to using fixed weights. Among the methods tested, the best two are both based on fixed numbers. The first of these is CPI2, which is proposed by Meade and Salkin. The second is CE, which is proposed by Montfort et al. The significance of this finding is supported by the Wilcoxon test.

The second conclusion we can draw is that the closeness of the values of the tracking portfolio to the values of the index in the estimation period is not a guarantee of the same degree of closeness in the investment period. This is supported by the fact that the optimization of the portfolios using the CR and CPI1 methods produces tracking portfolios that are very close to the index in the estimation period in terms of the ETQ measure but this level of tracking quality does not remain in the investment period.

---

206 See Meade/Salkin (1989, p. 878 (i)).
4.2 The stability of the minimization of traditional measures

4.2.1 Research method

It is necessary to analyse the sampling methods empirically to check their ability to produce tracking portfolios with good tracking quality in the investment period. Therefore, in this section we focus on analysing the stability of the tracking qualities of the portfolios. Here, we estimate tracking quality by minimizing three different traditional measures (MAD, MSE, and TEV), which were defined in Section 3.2.1. We use these measures as objectives in the optimization problem used to solve the index tracking problem. The optimization problem was defined in Section 3.3.1. This means that we are no longer searching for the approximation of returns that produces the tracking portfolio with the highest tracking quality. Instead, we want to compare the results for the estimation periods with those for the investment periods, in order to prove the stability of these three different measures of tracking quality. Furthermore, the assets selected for the tracking portfolios are not important in this context.

We use the data for the S&P1500 index and the same combinations of assets that we used in Section 4.1.1. For each time period (as defined earlier) and each portfolio size, 5,000 tracking portfolios are estimated using three different measures of tracking quality (MAD, MSE and TEV) as the objectives. In total, \((5,000 \text{ (combinations)} \times 8 \text{ (sizes)} \times 3 \text{ (objectives)} \times 5 \text{ (periods)}) = 600,000\) tracking portfolios are computed. These portfolios are used for three separate analyses.

In the first piece of analysis, we examine the absolute values of the three traditional measures of tracking quality. Thus, we want to analyse whether there are significant differences in quality between the estimation period and the investment period. A significant difference would mean that the tracking quality in the estimation period was not a good indicator of the tracking quality in the investment period. To achieve this, we compare the value of the measure used as the objective for the estimation period with the value of the same measure in the investment period.

In the second piece of analysis, we evaluate the stability of the relative tracking quality of each of the three measures used as objectives. For this, we use each of the 5,000 tracking portfolios for every combination of portfolio size, time period and objective. For each one, we calculate the ratio of relative stability, which was defined in Section 3.4.2. Additionally, to identify whether there is dependence among the relative positions of the tracking portfolios

\[208\] The results for the HDAX index can be found in Roßbach/Karlow (2011).
We analyse whether it is possible to predict the ET Q measure in the investment period from rank correlation coefficients are computed.

The first piece of analysis is the comparison between the absolute tracking quality in the estimation and investment periods, the Spearman and Kendall regarding their qualities in the estimation and investment periods, the Spearman and Kendall rank correlation coefficients are computed.

The third piece of analysis is a comparison of the ETQs of the measures used as objectives. We analyse whether it is possible to predict the ETQ measure in the investment period from the values of the traditional measures in the estimation period.

4.2.2 Empirical results

Absolute stability of traditional measures

<table>
<thead>
<tr>
<th>Size</th>
<th>MAD</th>
<th>MSE</th>
<th>TEV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimation</td>
<td>Investment</td>
<td>Estimation</td>
</tr>
<tr>
<td>30</td>
<td>0.2092</td>
<td>0.0315</td>
<td>0.2292</td>
</tr>
<tr>
<td>60</td>
<td>0.1511</td>
<td>0.0209</td>
<td>0.1831</td>
</tr>
<tr>
<td>90</td>
<td>0.1290</td>
<td>0.0164</td>
<td>0.1612</td>
</tr>
<tr>
<td>120</td>
<td>0.1055</td>
<td>0.0143</td>
<td>0.1472</td>
</tr>
<tr>
<td>150</td>
<td>0.0937</td>
<td>0.0125</td>
<td>0.1379</td>
</tr>
<tr>
<td>180</td>
<td>0.0841</td>
<td>0.0118</td>
<td>0.1300</td>
</tr>
<tr>
<td>210</td>
<td>0.0766</td>
<td>0.0106</td>
<td>0.1246</td>
</tr>
<tr>
<td>240</td>
<td>0.0703</td>
<td>0.0102</td>
<td>0.1195</td>
</tr>
</tbody>
</table>

Table 4.11: Comparison of Levels of Tracking Quality over Different Time Periods

The first piece of analysis is the comparison between the absolute tracking quality in the estimation period and that in the investment period. This means that we want to examine the difference in the level of tracking quality. To do this, we report the medians and IQRs of the
absolute values of the tracking qualities in the estimation and investment periods, in Table 4.11.

The medians and IQRs are reported for the 5,000 random tracking portfolios of each size, for each period and for each measure of tracking quality used as an objective in the optimization problem. For example, 0.2092, in the first row and column, is the median tracking quality, expressed as MAD, of the 5,000 tracking portfolios of size 30 based on period 1. These tracking portfolios were generated by minimizing MAD. The value 0.2761 in the same row represents the median tracking quality, expressed in RMSE, of the 5,000 tracking portfolios generated by minimizing MSE over the 5,000 portfolios of size 30 based on period 1. For the optimization problem that used TEV as the objective, we report the medians and IQRs expressed in STDTE (standard deviation of tracking error). We report the square roots of the MSEs and TEVs because MAD is a linear measure and MSE and TEV are quadratic measures. This means that the measures are of the same scale and can be compared directly.

Table 4.11 indicates that the tracking quality improves as we increase the size of the tracking portfolio. This holds for the estimation period and for the investment period, for all market phases, and for all measures of tracking quality.

To compare the tracking qualities in the estimation period with those in the investment period, we compute the ratio of the value of the measure of tracking quality in the investment period to its value in the estimation period, for every tracking portfolio. Then, the medians, minimal and maximal values of the tracking qualities for every sample of 5,000 portfolios are computed, and reported in Table 4.12. A value below one indicates that the tracking quality is underestimated in the estimation period compared to the investment period, while a value greater than one represents overestimation of tracking quality in the estimation period.

Table 4.12 suggests that the difference between the tracking quality in the investment period and that in the estimation period increases as the size of the tracking portfolios increases. The ratios for all measures are highest in periods 3 and 4. However, the ratios in the turbulent period 5 are low. The quality of tracking is overestimated in the estimation period, on average, for all periods. However, the minimal values of the ratios, which are lower than unity, indicate that there are some portfolios for which the tracking quality is underestimated. The maximal values of the ratios suggest meanwhile that there are cases for which the tracking quality is highly overestimated in the estimation period. In the worst cases, the quality in the investment period is around four times worse than in the estimation period. For example, this occurs in periods 3 and 4.

---

209 The square root of MSE.

210 The square root of TEV.
The results of the first piece of analysis suggest that it is possible to improve the quality of tracking in the estimation period and in the investment period by increasing the size of the tracking portfolio. However, at the same time, the discrepancy between the tracking quality in the estimation period and that in the investment period also increases. Hence, the absolute stability of the tracking quality deteriorates. This indicates an increasing overfitting effect, meaning that the tracking quality enhancement in the estimation period resulting from a greater portfolio size does not apply proportionally to the investment period. In general, the tracking portfolios that are estimated by minimizing the traditional measures of tracking quality lack absolute stability in their tracking quality.
Relative stability of traditional measures

The second piece of analysis is the comparison of the relative positions of the tracking portfolios in the two time periods, as ranked by their quality. If a tracking portfolio is one of the best in the estimation period, is it also one of the best in the investment period, and vice versa?

### Table 4.13: Stability of Relative Tracking Quality (MAD, TP size: 120)

<table>
<thead>
<tr>
<th>MAD</th>
<th>Investment period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Period 1</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>13.60%</td>
</tr>
<tr>
<td>2</td>
<td>13.60%</td>
</tr>
<tr>
<td>3</td>
<td>13.60%</td>
</tr>
<tr>
<td>4</td>
<td>13.60%</td>
</tr>
<tr>
<td>5</td>
<td>13.60%</td>
</tr>
<tr>
<td>6</td>
<td>13.60%</td>
</tr>
<tr>
<td>7</td>
<td>13.60%</td>
</tr>
<tr>
<td>8</td>
<td>13.60%</td>
</tr>
<tr>
<td>9</td>
<td>13.60%</td>
</tr>
<tr>
<td>10</td>
<td>13.60%</td>
</tr>
</tbody>
</table>

Here, for each measure, tracking portfolio size and time period, we rank the 5,000 tracking portfolios according to their tracking quality in the estimation period and again according
their tracking quality in the investment period. Then, we allocate the tracking portfolios into deciles according to their ranks, separately, for each period. Finally, we build a matrix according to these deciles (see Table 4.13).

Table 4.13 shows the matrices for the five periods using the measure MAD and the tracking portfolio size 120. On the main diagonal of the matrices one can find, for each decile of 500 portfolios based on the estimation period, the percentages of those 500 portfolios that are allocated to the same decile in the investment period. The values on this diagonal indicate the stability of the relative tracking quality. This means, for example, looking at the row and column labelled 1, for period 1, that 34.60% of the tracking portfolios that are in the best 10 percent in the estimation period are also in the best 10 percent in the investment period. The other values in the rows of the matrices show the percentage of the tracking portfolios in a given decile in the estimation period that change decile in the investment period. In row 1, column 4 for period 1, the 9.6% indicates that 48 out of the 500 best tracking portfolios (top decile) in the estimation period moved to the fourth decile in the investment period.

Because of the number of matrices that would be produced if we used all of the our tracking portfolios and measures, we select the tracking portfolio size of 120 and the MAD measure for presentation. The values in the matrices show that majority of the tracking portfolios do not remain in the same decile and instead have a broad distribution across deciles in the investment period.

The stability ratio from Section 3.4.2 can be used to characterize the matrices in Table 4.13 in terms of a single number. Hence, to analyse the relative stability of the other measures of tracking quality and the other sizes of tracking portfolios, we calculate the stability ratio, and the Kendall and Spearman rank correlation coefficients (see Table 4.14).

The smaller is the stability ratio, the better is the predictive power of the measure of tracking quality. If the stability ratio is near to 100%, this indicates an almost entirely random case, where the relative positions of the tracking portfolios in the estimation period are not related to their relative positions in the investment period at all. The values of the Spearman and Kendall rank correlation coefficients are in the interval [-100%, 100%]. Here, a value of zero corresponds to the random case. We test whether the values of the Kendall and Spearman correlation coefficients are different from zero.
The stability ratios in Table 4.14 indicate that it is possible to predict the tracking quality for the investment period from the quality in the estimation period, since the values are lower than 100%. However, all of the values are larger than 50%. The best prediction of the relative positions of the tracking portfolios can be made in the relatively quiet period 1. The results also suggest that the tracking portfolio size influences predictability. Predictability increases as the size of the tracking portfolios decreases. This can be explained by the fact that the tracking quality is improved by increasing the size of the tracking portfolio, and it thus becomes difficult to distinguish the portfolios from each other if we only use the measure of tracking quality in the estimation period. These findings are confirmed by the Kendall and Spearman correlation coefficients, in the middle and right hand panels of the table, which are significantly different from zero.
We also analyse the relative stability by selecting the best 10% of the 5,000 tracking portfolios and comparing their tracking qualities to the entire sample of 5,000. First, the tracking qualities are reported in Table 4.15.

Table 4.15: Levels of Tracking Quality over Different Time Periods (Best 10%)

<table>
<thead>
<tr>
<th>Period 1</th>
<th>MAD</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>Estimation</td>
<td>Investment</td>
<td>Estimation</td>
<td>Investment</td>
<td>Estimation</td>
<td>Investment</td>
<td>Estimation</td>
<td>Investment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>0.1757 0.0093 0.1969 0.0347</td>
<td>0.2314 0.0124 0.2527 0.0452</td>
<td>0.2315 0.0126 0.2528 0.0443</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>0.1277 0.0060 0.1609 0.0253</td>
<td>0.1688 0.0087 0.2067 0.0326</td>
<td>0.1689 0.0088 0.2057 0.0316</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>0.1046 0.0058 0.1418 0.0217</td>
<td>0.1384 0.0076 0.1805 0.0305</td>
<td>0.1387 0.0075 0.1803 0.0304</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>120</td>
<td>0.0889 0.0049 0.1301 0.0213</td>
<td>0.1176 0.0070 0.1636 0.0264</td>
<td>0.1178 0.0072 0.1639 0.0255</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0.0790 0.0045 0.1247 0.0167</td>
<td>0.1041 0.0057 0.1557 0.0246</td>
<td>0.1045 0.0058 0.1558 0.0242</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>180</td>
<td>0.0707 0.0039 0.1160 0.0177</td>
<td>0.0930 0.0054 0.1472 0.0234</td>
<td>0.0935 0.0053 0.1472 0.0230</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>210</td>
<td>0.0645 0.0036 0.1113 0.0178</td>
<td>0.0843 0.0052 0.1404 0.0219</td>
<td>0.0848 0.0053 0.1403 0.0217</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>240</td>
<td>0.0592 0.0033 0.1085 0.0163</td>
<td>0.0771 0.0044 0.1357 0.0187</td>
<td>0.0777 0.0043 0.1360 0.0179</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results in Table 4.15 repeat the point for the 5,000 tracking portfolios shown in Table 4.11: the tracking quality improves as the size of the tracking portfolio increases.

To see whether there is an improvement in tracking quality when we select the best 10% of the tracking portfolios rather than take the average across all 5,000 tracking portfolios, we compute the ratios of the median tracking quality for all 5,000 portfolios to the median for the best 10% of portfolios, in the estimation period and in the investment period. These ratios are reported in Table 4.16.
<table>
<thead>
<tr>
<th>Size</th>
<th>MAD Est</th>
<th>Inv</th>
<th>MSE Est</th>
<th>Inv</th>
<th>TEV Est</th>
<th>Inv</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1.19</td>
<td>1.16</td>
<td>1.19</td>
<td>1.18</td>
<td>1.19</td>
<td>1.17</td>
</tr>
<tr>
<td>60</td>
<td>1.18</td>
<td>1.14</td>
<td>1.19</td>
<td>1.13</td>
<td>1.19</td>
<td>1.13</td>
</tr>
<tr>
<td>90</td>
<td>1.18</td>
<td>1.14</td>
<td>1.18</td>
<td>1.13</td>
<td>1.18</td>
<td>1.13</td>
</tr>
<tr>
<td>120</td>
<td>1.19</td>
<td>1.13</td>
<td>1.19</td>
<td>1.14</td>
<td>1.19</td>
<td>1.13</td>
</tr>
<tr>
<td>150</td>
<td>1.19</td>
<td>1.11</td>
<td>1.19</td>
<td>1.12</td>
<td>1.19</td>
<td>1.11</td>
</tr>
<tr>
<td>180</td>
<td>1.19</td>
<td>1.12</td>
<td>1.20</td>
<td>1.11</td>
<td>1.20</td>
<td>1.11</td>
</tr>
<tr>
<td>210</td>
<td>1.19</td>
<td>1.12</td>
<td>1.20</td>
<td>1.12</td>
<td>1.20</td>
<td>1.11</td>
</tr>
<tr>
<td>240</td>
<td>1.19</td>
<td>1.10</td>
<td>1.20</td>
<td>1.11</td>
<td>1.20</td>
<td>1.10</td>
</tr>
<tr>
<td>30</td>
<td>1.20</td>
<td>1.11</td>
<td>1.20</td>
<td>1.12</td>
<td>1.20</td>
<td>1.12</td>
</tr>
<tr>
<td>60</td>
<td>1.19</td>
<td>1.11</td>
<td>1.19</td>
<td>1.12</td>
<td>1.18</td>
<td>1.12</td>
</tr>
<tr>
<td>90</td>
<td>1.18</td>
<td>1.08</td>
<td>1.18</td>
<td>1.09</td>
<td>1.18</td>
<td>1.09</td>
</tr>
<tr>
<td>120</td>
<td>1.18</td>
<td>1.09</td>
<td>1.17</td>
<td>1.09</td>
<td>1.17</td>
<td>1.09</td>
</tr>
<tr>
<td>150</td>
<td>1.19</td>
<td>1.08</td>
<td>1.18</td>
<td>1.09</td>
<td>1.18</td>
<td>1.09</td>
</tr>
<tr>
<td>180</td>
<td>1.20</td>
<td>1.07</td>
<td>1.19</td>
<td>1.08</td>
<td>1.19</td>
<td>1.08</td>
</tr>
<tr>
<td>210</td>
<td>1.20</td>
<td>1.08</td>
<td>1.19</td>
<td>1.09</td>
<td>1.19</td>
<td>1.09</td>
</tr>
<tr>
<td>240</td>
<td>1.20</td>
<td>1.08</td>
<td>1.19</td>
<td>1.09</td>
<td>1.19</td>
<td>1.09</td>
</tr>
<tr>
<td>30</td>
<td>1.20</td>
<td>1.16</td>
<td>1.20</td>
<td>1.15</td>
<td>1.20</td>
<td>1.15</td>
</tr>
<tr>
<td>60</td>
<td>1.19</td>
<td>1.12</td>
<td>1.19</td>
<td>1.13</td>
<td>1.19</td>
<td>1.13</td>
</tr>
<tr>
<td>90</td>
<td>1.19</td>
<td>1.12</td>
<td>1.18</td>
<td>1.12</td>
<td>1.18</td>
<td>1.12</td>
</tr>
<tr>
<td>120</td>
<td>1.18</td>
<td>1.11</td>
<td>1.18</td>
<td>1.10</td>
<td>1.18</td>
<td>1.09</td>
</tr>
<tr>
<td>150</td>
<td>1.17</td>
<td>1.11</td>
<td>1.17</td>
<td>1.10</td>
<td>1.17</td>
<td>1.10</td>
</tr>
<tr>
<td>180</td>
<td>1.19</td>
<td>1.12</td>
<td>1.19</td>
<td>1.11</td>
<td>1.19</td>
<td>1.10</td>
</tr>
<tr>
<td>210</td>
<td>1.18</td>
<td>1.10</td>
<td>1.19</td>
<td>1.12</td>
<td>1.19</td>
<td>1.11</td>
</tr>
<tr>
<td>240</td>
<td>1.20</td>
<td>1.10</td>
<td>1.20</td>
<td>1.10</td>
<td>1.20</td>
<td>1.10</td>
</tr>
<tr>
<td>30</td>
<td>1.19</td>
<td>1.12</td>
<td>1.19</td>
<td>1.13</td>
<td>1.19</td>
<td>1.13</td>
</tr>
<tr>
<td>60</td>
<td>1.18</td>
<td>1.12</td>
<td>1.17</td>
<td>1.13</td>
<td>1.17</td>
<td>1.13</td>
</tr>
<tr>
<td>90</td>
<td>1.17</td>
<td>1.10</td>
<td>1.17</td>
<td>1.11</td>
<td>1.17</td>
<td>1.10</td>
</tr>
<tr>
<td>120</td>
<td>1.17</td>
<td>1.10</td>
<td>1.17</td>
<td>1.10</td>
<td>1.17</td>
<td>1.10</td>
</tr>
<tr>
<td>150</td>
<td>1.18</td>
<td>1.10</td>
<td>1.18</td>
<td>1.10</td>
<td>1.18</td>
<td>1.10</td>
</tr>
<tr>
<td>180</td>
<td>1.18</td>
<td>1.09</td>
<td>1.18</td>
<td>1.09</td>
<td>1.18</td>
<td>1.09</td>
</tr>
<tr>
<td>210</td>
<td>1.18</td>
<td>1.08</td>
<td>1.17</td>
<td>1.08</td>
<td>1.17</td>
<td>1.09</td>
</tr>
<tr>
<td>240</td>
<td>1.19</td>
<td>1.09</td>
<td>1.18</td>
<td>1.09</td>
<td>1.18</td>
<td>1.09</td>
</tr>
<tr>
<td>30</td>
<td>1.19</td>
<td>1.16</td>
<td>1.20</td>
<td>1.15</td>
<td>1.20</td>
<td>1.15</td>
</tr>
<tr>
<td>60</td>
<td>1.18</td>
<td>1.11</td>
<td>1.19</td>
<td>1.12</td>
<td>1.19</td>
<td>1.12</td>
</tr>
<tr>
<td>90</td>
<td>1.18</td>
<td>1.12</td>
<td>1.19</td>
<td>1.13</td>
<td>1.19</td>
<td>1.13</td>
</tr>
<tr>
<td>120</td>
<td>1.18</td>
<td>1.10</td>
<td>1.19</td>
<td>1.13</td>
<td>1.20</td>
<td>1.13</td>
</tr>
<tr>
<td>150</td>
<td>1.19</td>
<td>1.09</td>
<td>1.19</td>
<td>1.12</td>
<td>1.19</td>
<td>1.12</td>
</tr>
<tr>
<td>180</td>
<td>1.18</td>
<td>1.09</td>
<td>1.19</td>
<td>1.10</td>
<td>1.19</td>
<td>1.11</td>
</tr>
<tr>
<td>210</td>
<td>1.19</td>
<td>1.09</td>
<td>1.20</td>
<td>1.10</td>
<td>1.20</td>
<td>1.11</td>
</tr>
<tr>
<td>240</td>
<td>1.18</td>
<td>1.09</td>
<td>1.19</td>
<td>1.09</td>
<td>1.20</td>
<td>1.09</td>
</tr>
</tbody>
</table>

Table 4.16: Ratios of Tracking Qualities (5000/Best 10%)

In general, the average absolute tracking quality of the best 10% of the portfolios is better than the average across all 5,000 portfolios. This is indicated by the values of the ratios, which are all greater than unity. In the estimation period, the discrepancy between all 5,000 and the best 10% is larger than in the investment period. Moreover, this improvement in the investment period over the estimation period is larger for smaller portfolios.

Hence, the tracking quality can be improved on average in the investment period by selecting the portfolios with better tracking quality in the estimation period. This holds for all periods, all measures, and all portfolio sizes.

We check our findings by plotting the tracking portfolios of size 120 (see Figure 4.5), to demonstrate the distribution of tracking quality in the estimation (x-axis) and investment (y-axis) periods.
The ellipsoidal shape of the distribution, which is elongated along the axis for the investment period, confirms our previous findings, that the quality of tracking in the estimation period is better than in the investment period for all cases, and that the tracking quality in the investment period is poorly predicted by the tracking quality in the estimation period.

**Prediction of ETQ**

The third piece of analysis is a comparison of the ETQs (see equation (3.3)) of the three traditional measures, to evaluate whether there are any significant differences in their predictive value. We report the medians and IQRs of the ETQs for the investment period, in Table 4.17.
The results suggest that the ETQ is improved and the IQRs become smaller if the number of assets in the tracking portfolios is increased. ETQ is greatly dependent on the market phase. The comparison of values shows that it is nearly the same for periods 1, 2 and 3. In period 4 it is worse, and in period 5 it is much worse. In other words, the tracking portfolios track the index much less closely in period 5 than in the other periods.

To analyse whether it is possible to predict the ETQ from the values of the traditional measures of tracking quality in the estimation period, we compute the stability ratios and the Kendall and Spearman rank correlation coefficients (see Table 4.18).

<table>
<thead>
<tr>
<th>Period</th>
<th>MAD Med IQR</th>
<th>MSE Med IQR</th>
<th>TEV Med IQR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3797 1.3022</td>
<td>1.3782 1.3424</td>
<td>1.3851 1.3434</td>
</tr>
<tr>
<td>2</td>
<td>1.1016 1.0164</td>
<td>1.0944 1.0227</td>
<td>1.044 1.0276</td>
</tr>
<tr>
<td>3</td>
<td>0.9474 0.8862</td>
<td>0.8929 0.8397</td>
<td>0.9015 0.8465</td>
</tr>
<tr>
<td>4</td>
<td>0.8492 0.7722</td>
<td>0.8071 0.7372</td>
<td>0.8191 0.7458</td>
</tr>
<tr>
<td>5</td>
<td>0.7928 0.7177</td>
<td>0.7563 0.6824</td>
<td>0.7692 0.6997</td>
</tr>
</tbody>
</table>

Table 4.17: Comparison of Levels of Tracking Quality in the Investment Period (ETQ)
The stability ratios for the ETQ are very high for all of the periods. This is an indication that the values of the traditional measures in the estimation period are weak predictors of the ETQ in the investment period. The worst situation is observed in period 2. The stability ratio is close to 100% and the Kendall and Spearman rank correlation coefficients are not significantly different from zero. Hence, it is not possible to predict the ETQ in the investment period based on the tracking quality (as measured by the traditional measures) in the estimation period. The best situation is observed in period 1, for which the relative stability indicators do show that the ETQ is predictable.

To analyse the predictability of the ETQ further, we select the best 10% of the portfolios, according to the values of the traditional measures in the estimation period. The results are reported in Table 4.19.
<table>
<thead>
<tr>
<th>Size</th>
<th>MAD</th>
<th>MSE</th>
<th>TEV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Med</td>
<td>IQR</td>
<td>Med</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.19: Comparison of Levels of Tracking Quality (ETQ, Best 10%)
The selection of the best 10% of the tracking portfolios based on the estimation period (see Table 4.20) generally improves the tracking quality: the values of the ratios are larger than unity. Period 2 is an exception. Here, in some cases, the median values of the tracking quality measures over the top 10% are larger than those across all 5,000 tracking portfolios.

To verify our findings graphically, we draw scatter plots for the tracking portfolios of size 120, shown in Figure 4.6.
This figure shows that there is little dependence between the ETQ measure (y-axis) in the investment period and the traditional measures of tracking quality (x-axis) in the estimation period.

### 4.2.3 Conclusion

The purpose of Section 4.2 was to analyse the stability of the performance of traditional measures of tracking quality when they are used as the objective in sampling. In the empirical part, we produced several findings.

Our analyses show that the use of traditional measures in sampling not only lead to weaknesses in absolute stability but also to poor relative stability on average. Independent of the stock market phase, the relative tracking quality in the estimation period compared to alternative tracking portfolios is not a good predictor of the relative tracking quality in the investment period. Thus, those tracking portfolios with the best tracking quality in the estimation period might not necessarily be among the best in the investment period and vice versa.
Furthermore, adding extra stocks to the tracking portfolio, in general, deteriorates the relative tracking quality for the S&P1500 index. As a consequence, the commonly used sampling procedure of searching for the tracking portfolio with the minimal value of a given tracking quality measure solely based on past data does not lead to the desired result, regardless of which measure is used in the optimization process.

All three measures show very poor results when used as predictors for the ETQ measure we defined earlier. On average, there is just a marginal coherence in the results. The selection of the best tracking portfolios in the estimation period may improve the tracking quality, but not always; sometimes there are counterintuitive results, when the ETQ decreases with increasing portfolio size, or stays the same for all portfolio sizes.

This leads to the following question for further research: can an alternative measure be found with a better ability to predict future tracking quality and therefore a better ability to avoid overfitting.
4.3 Resistance of the tracking portfolio estimation

4.3.1 Research method

In this section, we analyse the resistance of the tracking portfolio estimation (using optimized sampling) to the use of different estimation sets. The empirical results are applied to the S&P1500 index.

We select five time periods, the same ones as in Section 4.1.1. For each time period, we construct a tracking portfolio using stratification, which is based on the procedure in Schoenfeld and Maeda\(^{211}\) (see Figure 4.7). This procedure consists of three steps. In the first step, the index universe is divided into ten industrial sectors. In the second step, the stocks are sorted within each sector into descending order of market capitalization, and assigned to four quartiles. In the third step, twelve stocks from each sector are selected. The first, second, and third highest stocks in terms of market capitalization are selected from the first quartile. The median stock, the stock before the median and the stock after the median are selected from the remaining three quartiles. Hence, the tracking portfolio includes 120 stocks, covers all sectors, and contains small, medium and large capitalization stocks.

![S&P1500*](image)

**S&P1500**

<table>
<thead>
<tr>
<th>Industry</th>
<th>Companies</th>
</tr>
</thead>
<tbody>
<tr>
<td>0001 Oil &amp; Gas</td>
<td>78</td>
</tr>
<tr>
<td>1000 Basic Materials</td>
<td>68</td>
</tr>
<tr>
<td>2000 Industrials</td>
<td>296</td>
</tr>
<tr>
<td>3000 Consumer Goods</td>
<td>151</td>
</tr>
<tr>
<td>4000 Health Care</td>
<td>149</td>
</tr>
<tr>
<td>5000 Consumer Services</td>
<td>217</td>
</tr>
<tr>
<td>6000 Telecommunications</td>
<td>17</td>
</tr>
<tr>
<td>7000 Utilities</td>
<td>71</td>
</tr>
<tr>
<td>8000 Financials</td>
<td>258</td>
</tr>
<tr>
<td>9000 Technology</td>
<td>195</td>
</tr>
</tbody>
</table>

**Tracking portfolio**: 10 Sectors * 12 Stocks = 120 Stocks

Figure 4.7: Stock Selection for the Tracking Portfolio

---

To analyse the resistance of the tracking portfolio estimation to changes in the estimation datasets, for each time period we generate 1,000 random samples using 75% of the data from the estimation period (see Figure 4.8). Then, we estimate the tracking portfolios weights using these samples and evaluate the estimated tracking portfolios using the data in the investment period.

For every market situation (Periods 1…5)

1. Sample is randomly generated
2. Tracking portfolio is estimated
3. Tracking portfolio is evaluated

![Design of the Experiment](Image)

Figure 4.8: Design of the Experiment

The estimation of the weights of the tracking portfolios is done using the optimization procedure from Section 3.3. We test the resistance of the tracking portfolio estimation using the minimization of the traditional measures of tracking quality (MAD, MSE, and TEV). Additionally, we analyse the estimation by minimizing the robust measures MAXD and CVAR, which were described in Section 3.3.2 and Section 3.3.3 respectively.

For the CVAR method, it is necessary to pre-select the value of the parameter \( \alpha \). We select two values for this parameter: \( \alpha = 0.95 \) and \( \alpha = 0.5 \). The parameter \( \alpha = 0.95 \) controls 5% of the largest deviations from the index.\(^{212}\) In other words, using this parameter in the objective, the method pays attention only to the largest deviations from the index. The parameter \( \alpha = 0.5 \) controls the largest 50% of deviations and provides a trade-off between approximation and robustness.\(^{213}\) We call the method with \( \alpha = 0.95 \) CVAR and that with \( \alpha = 0.5 \) CVAR2.

Two versions of each measure are used. In the first version, the measure of tracking quality is based on the tracking error without the term \( b \); in the second version, term \( b \) is minimized together with the objective of the optimization problem.\(^{214}\)

---

\(^{212}\) See Rockafellar/Uryasev (2002, p. 1463). For their empirical results, they use \( \alpha = 0.1 \).


\(^{214}\) See Section 3.3.1 and equation (3.6) for details.
4.3.2 Empirical results

The empirical results for all measures are reported in Table 4.21.

<table>
<thead>
<tr>
<th>Method</th>
<th>TEV</th>
<th>MSE</th>
<th>MAD</th>
<th>MAXD</th>
<th>CVAR</th>
<th>CVAR2</th>
<th>CVAR2 (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Med</td>
<td>IQR</td>
<td>Min</td>
<td>Max</td>
<td>Med</td>
<td>IQR</td>
<td>Min</td>
</tr>
<tr>
<td>TEV</td>
<td>0.0673</td>
<td>0.0040</td>
<td>0.0573</td>
<td>0.0577</td>
<td>0.3538</td>
<td>0.0095</td>
<td>0.1983</td>
</tr>
<tr>
<td>MSE</td>
<td>0.0672</td>
<td>0.0041</td>
<td>0.0573</td>
<td>0.0577</td>
<td>0.3528</td>
<td>0.0096</td>
<td>0.1984</td>
</tr>
<tr>
<td>MSE (b)</td>
<td>0.0672</td>
<td>0.0041</td>
<td>0.0573</td>
<td>0.0577</td>
<td>0.3521</td>
<td>0.0096</td>
<td>0.1983</td>
</tr>
<tr>
<td>MAD</td>
<td>0.0784</td>
<td>0.0057</td>
<td>0.1650</td>
<td>0.1699</td>
<td>0.4238</td>
<td>0.1872</td>
<td>0.1912</td>
</tr>
<tr>
<td>MAD (b)</td>
<td>0.0784</td>
<td>0.0057</td>
<td>0.1650</td>
<td>0.1699</td>
<td>0.4238</td>
<td>0.1884</td>
<td>0.1912</td>
</tr>
<tr>
<td>MAXD</td>
<td>0.0805</td>
<td>0.0049</td>
<td>0.0671</td>
<td>0.0696</td>
<td>0.4708</td>
<td>0.2305</td>
<td>0.2296</td>
</tr>
<tr>
<td>MAXD (b)</td>
<td>0.0804</td>
<td>0.0049</td>
<td>0.0673</td>
<td>0.0693</td>
<td>0.4710</td>
<td>0.2270</td>
<td>0.2268</td>
</tr>
<tr>
<td>CVAR</td>
<td>0.0804</td>
<td>0.0049</td>
<td>0.0673</td>
<td>0.0693</td>
<td>0.4710</td>
<td>0.2270</td>
<td>0.2268</td>
</tr>
<tr>
<td>CVAR2</td>
<td>0.0722</td>
<td>0.0049</td>
<td>0.0612</td>
<td>0.0621</td>
<td>0.3948</td>
<td>0.1232</td>
<td>0.1856</td>
</tr>
<tr>
<td>CVAR2 (b)</td>
<td>0.0723</td>
<td>0.0048</td>
<td>0.0612</td>
<td>0.0621</td>
<td>0.3991</td>
<td>0.1224</td>
<td>0.1946</td>
</tr>
</tbody>
</table>

Table 4.21: Resistance of the Tracking Portfolio Estimation

We report the RMSE for the estimation period and the ETQ for the investment period. To illustrate the results, we select the MSE (b) method for period 2. Using this method, the
median portfolio of the 1,000 portfolios has a tracking quality in the estimation period equal to 0.0736. The best and worst tracking portfolios have tracking qualities equal to 0.0620 and 0.0827 respectively. The IQR, the difference between the third quartile and the first quartile, which covers 500 portfolios (50% of 1,000), for this method, is equal to 0.0041. These numbers demonstrate that, despite the fact that the data points used for the estimation were randomly selected from the same time period, the quality of the tracking varies, even in the estimation period.

In the investment period, the results in Table 4.21 indicate that the difference between the qualities of the best and worst portfolios is large. This behaviour is independent of the measure used in the optimization problem. Figure 4.9 illustrates graphically the development of the tracking portfolios in the investment period, for the MSE (b) method for period 2, in comparison to the index.

![Figure 4.9: Example of the Sensitivity of the Tracking Portfolios](image)

In this case, the minimal value of the ETQ is equal to 0.1363 and the maximal value is equal to 0.8772. Hence, the tracking portfolio estimation is not resistant to a modification of the data used in the estimation period. Similar analyses of the results for other measures and periods indicate that the same behaviour occurs.
4.3.3 Conclusion

In this section, we have shown that even small modifications of the data in the estimation period can lead to significant differences in the tracking portfolio estimation and, as a consequence, to very different tracking qualities in the investment period. Therefore, there is a need for an approach that can handle this problem.
4.4 Summary

In this chapter, we have carried out an empirical analysis of optimized sampling methods.

First, we analysed the problem of modelling portfolio structures using weights or numbers, and showed empirically that, for a buy-and-hold strategy, it is necessary to correct the portfolio weights in order to be consistent with holding fixed numbers of assets. This improves the tracking quality.

Then, we showed empirically that tracking portfolios that are constructed by minimizing the traditional measures of tracking quality lack absolute and relative stability of tracking quality.

Finally, we showed empirically that tracking portfolio estimation using the current sampling methods is not resistant to small changes in the dataset used for estimation. We showed that slight modifications of the data in the estimation period leads to different tracking portfolios being generated and, as a consequence, to different levels of tracking quality in the investment period.

In this chapter, we have empirically identified some problems with the traditional methods of optimized sampling. In the next chapter, we develop a new approach that overcomes the shortcomings of the existing methods.
5 A method for robust index tracking

This chapter focuses on the development of new robust index tracking approaches. First, we make an overview of statistical learning theory. Then, we describe support vector techniques, which are based on this theory, for solving classification and regression problems. Then, using support vector techniques and principles of statistical learning theory, we develop the methods for solving index tracking problem and compare them with the existing approaches. Finally, we analyse the methods empirically.
5.1 Statistical learning theory

5.1.1 Overview of statistical learning theory

Statistical learning theory (SLT) was developed by Vapnik and Chervonenkis to solve the problem of the estimation of the functional dependence (model) between variables from a limited number of available data points. The aim of SLT is to build learning algorithms for estimating models with high generalizability from a given set of data. Due to the problem of overfitting (see Section 5.1.4.1 for details), the main goal is to maximize the prediction quality and not to fit the data that is used for the model estimation as well as possible. This is equivalent to minimizing the risk that the model will have weak predictive ability.

One method SLT provides for avoiding overfitting is to constrain the set of admissible models. The aim is to filter out those models that may lead to overfitting. This can be done by incorporating additional information into the estimation process. Hence, generalizability is achieved by incorporating both data and knowledge.

The size of the set of admissible models is called the capacity (see Section 5.1.4.1 for details). This capacity determines the model’s complexity. High capacity equates to high model complexity and vice versa. The key finding of SLT is that the generalizability, and therefore the prediction quality, of an estimated model depends on its complexity. The capacity of the model set can be measured direct from the data (see Section 5.1.4.4 for details).

In SLT, one approach used to improve the generalizability of a model is called structural risk minimization (SRM) (see Section 5.1.4.2 for details). The idea is to choose a sequence of sets of models of increasing capacity and to optimize within each model set. Finally, from this sequence, the model with the lowest prediction risk is chosen. The prediction risk (in SLT this is named the test error) can be measured using various methods (see Section 5.1.4.2 and Section 5.1.4.3 for details).

---

215 This section is based on Rossbach/Karlow (2012).
217 See Bousquet/Boucheron/Lugosi (2004).
218 See Cherkassky/Mulier (2007).
SLT introduces the concept of consistency of learning, which we describe below in Section 5.1.2. It is proved, that the SRM learning principle is consistent.\textsuperscript{221} Hence, the SRM principle is theoretically justified.

There are also learning algorithms, which implements SRM principle of SLT. They are support vector machines (SVMs) (see Section 5.1.3.1) and support vector regression (SVR) (see Section 5.1.3.2).

In the following sections we will concretize the building blocks of SLT. We start with the formulation of a general setting of learning problem. After that, we describe the concept of learning consistency. Then, we review support vector techniques for classification and regression problems (SVM and SVR). Then, we discuss in details bias-variance trade-off, model complexity, and the problem of overfitting. Model selection methods are then described. After that, we discuss existing approaches for quantifying and measuring the capacity of a set of models, which we then use for model selection. Then, we introduce an extended version of SVR. Finally, we show that a regression problem that is based on support vectors can be transformed into a classification problem.

5.1.2 General setting of a learning problem and learning consistency

There are two common types of learning problems. The first is the classification problem, where the goal is to classify the data points into two or more classes. The second is a regression problem, where the goal is to estimate a functional dependence between one or many input variables and one output variable. The general setting of a learning problem can be formulated as follows.\textsuperscript{222} Assume that a set of independent and identically distributed data pairs,

\[ z_l := (y_l, x_l), l = 1, \ldots, L \]

is given, where \( y_l \) is the output scalar and \( x_l \) is the input vector. These data pairs \( z_l \in Z \) are characterized by an unknown probability measure \( P(z) \), which is defined on the space \( Z \). One needs to estimate the parameters \( w \in W \) of the functional dependence \( f(x, w) \). To do so, it is necessary to define the loss function \( Q(z_l, w) \), which describes the discrepancy between \( y_l \) and \( f(x_l, w) \). This can be done in different ways. For example, one can use quadratic loss:

\[ Q(z_l, w) = (y_l - f(x_l, w))^2 \]

\textsuperscript{221} See Vapnik (1998, p. 229).
\textsuperscript{222} See Vapnik (1999).
or absolute loss:

$$Q(z_l, w) = |y_l - f(x_l, w)|.$$ 

Hence, the goal of learning is to estimate parameters $w$ that give a minimum value for the error functional:

$$err(w) = \int Q(z, w)dP(z), w \in W. \quad (5.1)$$

In SLT this functional is called the risk functional.

However, the direct estimation of parameters $w$ by minimizing (5.1) is impossible, since the probability measure $P(z)$ is unknown. Therefore, one approximates the risk functional (5.1) via its empirical counterpart:

$$err_{emp}(w) = \frac{1}{L} \sum_{l=1}^{L} Q(z_l, w). \quad (5.2)$$

There are two conditions, under which the minimization of the approximation (5.2) of the actual risk (5.1) in order to estimate the parameters $w$ is valid. On the one hand, the actual error $err(w_L)$ for the estimated parameters $w_L$ should converge in probability to the minimal actual error $\inf_w err(w)$. On the other hand, the empirical error $err_{emp}(w_L)$ should also converge to the minimal actual error as the size of the dataset used for the estimation increases. Formally, this can be written as follows:\footnote{See Vapnik (2000, p.36).}

$$err(w_L) \xrightarrow{P} \inf_w err(w)$$

$$err_{emp}(w_L) \xrightarrow{P} \inf_w err(w) \quad (5.3)$$

If there is such a convergence in probability with as the size of the data $L$ increases, one says that the learning process is consistent. This is illustrated in Figure 5.1, where $\inf_w err(w)$ is the smallest possible actual error.
One can test whether the learning is consistent, i.e. whether the convergence conditions (5.3) are satisfied, by using the key theorem of SLT, which was proved by Vapnik and Chervonenkis.

**Key Theorem of SLT (Vapnik and Chervonenkis).** Let $Q(z,w), w \in W$ be a set of functions that has bounded loss for the probability measure $P(z)$:

$$A \leq \int Q(z,w) dP(z) \leq B, \forall w \in W.$$

Then, for the learning from the data to be consistent, it is necessary and sufficient that the empirical risk $err_{emp}(w)$ converges uniformly to the actual risk $err(w)$ over the set $Q(z,w), w \in W$ as follows:

$$\lim_{L \to \infty} Pr\left[\sup_{w \in W} (err(w) - err_{emp}(w)) > \varepsilon\right] = 0, \forall \varepsilon.$$

As a result, consistency of learning is equivalent to the uniform convergence of the empirical error to the actual error. As will be shown further in Section 5.1.4, the speed of uniform convergence can be characterized by some function $\Phi(L/h)$, which depends on the size of the data $L$ and some complexity measure $h$, as follows:

$$err(w_L) - err_{emp}(w_L) \leq \Phi(L/h). \quad (5.4)$$

As a result, the lower the value of the function $\Phi(L/h)$ is, the smaller is the difference between the empirical and actual errors. In Section 5.1.4, we discuss the properties of learning algorithms that are important for consistency and for increasing the speed of the uniform convergence.

---

Moreover, inequality (5.4) can be rewritten as

\[ \text{err}(w_L) \leq \text{err}_{\text{emp}}(w_L) + \Phi(L/h). \]

Hence, the actual risk for a given data sample of size \( L \) is bounded by the empirical error \( \text{err}_{\text{emp}}(w_L) \) and some confidence interval \( \Phi(L/h) \). To minimize the value of the guaranteed actual error \( \text{err}(w_L) \), it is necessary to minimize concurrently the empirical error \( \text{err}_{\text{emp}}(w_L) \) and the confidence interval \( \Phi(L/h) \) that characterizes the speed of the uniform convergence.

To do this, Vapnik and his colleagues designed new learning algorithms SVM and SVR to solve the classification and regression problems. We discuss these algorithms further in Section 5.1.3.

### 5.1.3 Support vector (SV) techniques

#### 5.1.3.1 Support vector machines (SVMs)

##### 5.1.3.1.1 Separable case

A SVM is a supervised learning algorithm, used for the binary classification of data points.\(^{226}\) The algorithm computes an optimal function, the so-called classification rule, which assigns class labels (scalars) to given data points (vectors). The classification rule is estimated by using data points \( x_l \) with known class labels \( y_l \). The class label takes the value -1 for the first class and +1 for the second class:

\[
(x_1, y_1), \ldots, (x_L, y_L)
\]

\[
x_l = (x_{1,l}, \cdots, x_{N,l})
\]

\[
y_l \in \{-1, 1\}.
\]

The simplest classification rule is based on a linear function, where the weights vector \( w = (w_1, \cdots, w_N) \) and the constant \( b \) are estimated by a learning algorithm. The classification rule can be written as\(^{227}\)

\[
f(x) = \text{sign}(\sum_{i=1}^{N} w_i x_i + b), \tag{5.5}
\]

where the sign function is defined as


\(^{227}\) See Vapnik (1995)
Thus, the classification rule assigns the class label -1 to the data point \( x_i \) if \( \sum_{i=1}^{N} w_i x_{i,l} + b < 0 \) and the class label +1 to the data point \( x_i \) if \( \sum_{i=1}^{N} w_i x_{i,l} + b > 0 \). If \( \sum_{i=1}^{N} w_i x_{i,l} + b = 0 \) then the membership of the data point \( x_i \) is not defined. Hence, the classification rule (5.5) can be interpreted as a hyperplane, which passes between data points, separating them into two classes \( \{ -1, 1 \} \) in a Hilbert space (a space with any number of dimensions) (see Figure 5.2). However, more than one hyperplane can pass between the given data points. Therefore, it is necessary to compute the hyperplane that separates the data points optimally. \textit{Boser et al.}\(^{228}\) suggest selecting a hyperplane that separates two classes with a maximal margin. This unique\(^{229}\) hyperplane is called the optimal separating hyperplane and can be found by solving the relevant optimization problem.

Assuming that two classes are separated by the hyperplane \( \sum_{i=1}^{N} w_i x_{i,l} + b = 0 \) correctly, the distance \( d_l \) between data vector \( x_l \) and this hyperplane is equal to\(^{230}\)

\[
d_l = \frac{|\sum_{i=1}^{N} w_i x_{i,l} + b|}{\|w\|_2} \geq 0,
\]

where the 2-norm is defined as

\[
\|w\|_2 = \sqrt{\sum_{i=1}^{N} w_i^2}.
\]

\(^{228}\) See Boser/Guyon/Vapnik (1992).


\(^{230}\) See Cherkassky/Mulier (2007, p. 419).
Multiplying the numerator in (5.6) by the class label $y_l \in \{-1, 1\}$ allows us to omit the modulus:

$$d_l = \frac{y_l(\sum_{i=1}^{N} w_i x_{i,l} + b)}{\|w\|_2} \geq 0.$$  \hfill (5.7)

Assuming that the distance $d_l$ between vector $x_l$ and the separating hyperplane is at least $\gamma$ for all $l = 1, \cdots, L$, we can rewrite equation (5.7) as follows:

$$d_l = \frac{y_l(\sum_{i=1}^{N} w_i x_{i,l} + b)}{\|w\|_2} \geq \gamma.$$  

Thus, the optimal separating hyperplane can be found by fixing the scaling factor $\|w\|_2 = 1$ and maximizing the margin $\gamma$

$$\maximize_{w,b} \quad \gamma$$

subject to

$$y_l(\sum_{i=1}^{N} w_i x_{i,l} + b) \geq \gamma$$

$$\|w\|_2 = 1$$

$$l = 1, \cdots, L.$$  \hfill (5.8)

To solve the optimization problem (5.8), there is a need to reformulate it as a quadratic programming problem in the following way:

Instead of fixing $\|w\|_2 = 1$, we fix

$$\gamma \|w\|_2 = 1.$$  

It follows that the margin can be found as

$$\gamma = \frac{1}{\|w\|_2}.$$  

Therefore, the minimization of $\|w\|_2$ is equivalent to the maximization of the margin $\gamma$, since the smaller is the 2-norm of the weights $\|w\|_2$, the larger is the margin $\gamma$. As a result, the optimization problem (5.8) can be reformulated as
minimize \( \frac{1}{2} \| w \|^2 \)
subject to \( y_l (\sum_{i=1}^{N} w_i x_{i,l} + b) \geq 1 \)
\( l = 1, \ldots, L. \)  \( (5.9) \)

Solving this optimization problem, we can find an optimal separating hyperplane that separates the data points into two classes with a maximal margin.

The vectors, \( x_l \), that lie on the hyperplanes \( \sum_{i=1}^{N} w_i x_i + b = 1 \) and \( \sum_{i=1}^{N} w_i x_i + b = -1 \) are called support vectors (see Figure 5.3). The support vectors determine the position of the separating hyperplane.

**5.1.3.1.2 Non-separable case**

In some cases, it is impossible to find the optimal separating hyperplane by means of the optimization problem described above since it is not possible to separate data points into classes without errors using a linear function. For that reason, there is another SVM formulation that allows errors \( \xi_l \) (see Figure 5.4). The optimization problem (5.9) is accordingly modified as follows, allowing for errors in separation:\(^{231}\)

---

The new parameter $C$ is introduced to penalize errors. Depending on the value of the parameter $C$, the influence of the errors on the position of the separating hyperplane changes. A smaller $C$ gives a smaller penalization and, as a consequence, a smaller impact from errors on the solution of the SVM. For $C = 0$ we have a unique solution $w^* = (0, \ldots, 0)$. If the two classes are linearly separable and $C$ is large enough (errors are heavily penalized), then the solutions of (5.9) and (5.10) will coincide.

The solution of the optimization problem (5.10) is determined by a saddle point of the Lagrange functional

$$L = \frac{1}{2} \|w\|^2 + C \sum_{l=1}^{L} \xi_l - \sum_{i=1}^{N} \sum_{l=1}^{L} \alpha_i [y_l (\sum_{i=1}^{N} w_i x_{i,l} + b) - 1 + \xi_l] - \sum_{l=1}^{L} \beta_l \xi_l,$$  \hspace{1cm} (5.11)

where $\alpha_i \geq 0, \beta_l \geq 0$ are Lagrange multipliers.

The saddle point of the Lagrange functional fulfils the Karush-Kuhn-Tucker (KKT) conditions.

---

\[
\frac{\partial L(w, b, \xi, \alpha, \beta)}{\partial w_i} = w_i - \sum_{l=1}^{L} \alpha_l y_l x_{i,l} = 0, \tag{5.12}
\]

\[
\frac{\partial L(w, b, \xi, \alpha, \beta)}{\partial \xi_l} = C - \alpha_l - \beta_l = 0, \tag{5.13}
\]

\[
\frac{\partial L(w, b, \xi, \alpha, \beta)}{\partial \beta} = \sum_{l=1}^{L} \alpha_l y_l = 0,
\]

together with the complementary conditions

\[
\alpha_l [y_l (\sum_{i=1}^{N} w_i x_{i,l} + b) - 1 + \xi_l] = 0, \tag{5.14}
\]

\[
\beta_l \xi_l = 0.
\]

From the complementary KKT condition (5.14), the conclusion can be drawn that the data points \(x_i\), where the conditions of \(\alpha_l \neq 0\) and accordingly \(y_l (\sum_{i=1}^{N} w_i x_{i,l} + b) - 1 + \xi_l = 0\) are fulfilled, are support vectors.

From (5.12) it follows that the parameters \((w_i)\) of the model can be expressed as a weighted sum of the data points

\[
w_i = \sum_{l=1}^{L} \alpha_l y_l x_{i,l}. \tag{5.15}
\]

This feature means that, the greater is the importance of the data point, which is also a support vector, the greater is its influence on the parameters of the model.

From (5.13), \(C\) can be expressed as

\[
C = \alpha_l + \beta_l \tag{5.16}
\]

and, using the fact that the Lagrange multipliers \((\alpha_l \text{ and } \beta_l)\) are positive, it follows that every weight \((\alpha_l)\) for a given data point in equation (5.15), is less than \(C\):

\[
0 \leq \alpha_l \leq C.
\]
In other words, the parameter $C$ limits the weights ($\alpha_l$) to a given range, thereby limiting the impact of support vectors on the model parameters.

Substituting (5.15) and (5.16) into (5.11) gives a formulation of the dual optimization problem:

$$
\begin{align*}
\text{maximize} & \quad \sum_{l=1}^{L} \alpha_l - \frac{1}{2} \sum_{l=1}^{L} \sum_{k=1}^{L} \alpha_l \alpha_k y_l y_k \sum_{i=1}^{N} x_{l,i} x_{i,k} \\
\text{subject to} & \quad 0 \leq \alpha_l \leq C \\
& \quad \sum_{l=1}^{L} \alpha_l y_l = 0 \\
& \quad l = 1, \ldots, L, i = 1, \ldots, N.
\end{align*}
$$

Optimization problem (5.17) can also be used for the non-linear case.

### 5.1.3.1.3 Kernel SVM

In the previous sections, SVM, which separates data points into two classes using linear functions, was introduced. In practical problems, the linear separability of classes does not always exist. For such cases, SVM constructs a non-linear separation, by transforming the input data space into the feature space using some function $\phi(x)$, and constructing a separating hyperplane in the feature space (see Figure 5.5). Hence, the linear separation in the feature space gives non-linear separation in the input space.

$$
\begin{align*}
\text{maximize} & \quad \sum_{l=1}^{L} \alpha_l - \frac{1}{2} \sum_{l=1}^{L} \sum_{k=1}^{L} \alpha_l \alpha_k y_l y_k \sum_{i=1}^{N} x_{l,i} x_{i,k} \\
\text{subject to} & \quad 0 \leq \alpha_l \leq C \\
& \quad \sum_{l=1}^{L} \alpha_l y_l = 0 \\
& \quad l = 1, \ldots, L, i = 1, \ldots, N.
\end{align*}
$$

Solving problem (5.17) with modified data allows us to find the separating hyperplane in the feature space. To do this, however, it is necessary to apply the transformation given by function $\phi(x)$ to all data points, which is computationally intensive.

To solve this problem, we can apply the transformation to the inner product

$$ (x_l \cdot x_k) = \sum_{i=1}^{N} x_{i,l} x_{i,k}, $$

finding kernel function $K(x_l, x_k)$, such that

$$ (\phi(x_l) \cdot \phi(x_k)) = \sum_{i=1}^{N} \phi(x_{i,l}) \phi(x_{i,k}) = K(x_l, x_k). $$

Thus, the optimal separating hyperplane for the feature space can be found by modifying the dual problem (5.17) such that

$$ \begin{align*}
\text{maximize} & \quad \sum_{l=1}^{L} \alpha_l - \frac{1}{2} \sum_{l=1}^{L} \sum_{k=1}^{L} \alpha_l \alpha_k y_l y_k K(x_l, x_k) \\
\text{subject to} & \quad 0 \leq \alpha_l \leq C \\
& \quad \sum_{l=1}^{L} \alpha_l y_l = 0 \\
& \quad l = 1, \ldots, L, i = 1, \ldots, N.
\end{align*} $$

This modification is known as the “kernel trick”.\(^{234}\)

The classification rule can also be represented using the kernel function:

$$ f(x) = \text{sign}(\sum_{l=1}^{L} \alpha_l y_l K(x_l, x) + b). $$

As a consequence, if the kernel function is specified, it is not necessary to know the form of function $\phi$ to find the optimal separating hyperplane in the feature space.

For the function to be a kernel, and to define the inner product in the feature space, it must be a symmetric function that satisfies the Mercer condition:\(^{236}\)


\(^{236}\) See Vapnik (2000, p. 140).
**Theorem (Mercer).** To guarantee that the symmetric function $K(u, v)$ from $L_2$ has an expansion

$$K(u, v) = \sum_{k=1}^{\infty} c_k \phi_k(u) \phi_k(v)$$

with positive coefficients $c_k$ (i.e., $K(u, v)$ describes an inner product on some feature space), it is necessary and sufficient that the condition

$$\int \int K(u, v) g(u) g(v) du dv > 0$$

is valid for all $g \neq 0$ for which

$$\int g^2(U) du < \infty.$$

There are various functions that satisfy the Mercer condition, and which can therefore be used as kernels, for example:\n
- **Inner product**
  $$K(x_l, x_k) = (x_l \cdot x_k)$$

- **Polynomial kernel**
  $$K(x_l, x_k) = [(x_l \cdot x_k) + 1]^d$$

- **Radial basis function**
  $$K(x_l, x_k) = e^{-c(x_l - x_k)^2}.$$

As a consequence, SVM is a wide class of learning algorithms, which can be built by plugging in different kernel functions. Moreover, the use of SVM can be extended, from classification to regression problems.

---

\textsuperscript{237} See Vapnik (2000, p. 143).
5.1.3.2 Support vector regression (SVR)

Support vector regression (SVR) is a special type of SVM. The goal of SVR is to estimate the weights vector $\mathbf{w}$ and bias $b$ for linear functional dependence between input data points (vectors) $\mathbf{x}_l$ with known scalar outputs $y_l$

$$y_l = \sum_{i=1}^{N} w_i x_{i,l} + b + u_l, \; l = 1, \ldots, L,$$

where $u_l$ is the error term. The error term describes the deviations between the outputs and the functional approximation:

$$u_l = y_l - \sum_{i=1}^{N} w_i x_{i,l} - b.$$

SVR is based on a so-called $\varepsilon$-insensitive loss function (see Figure 5.6), which does not penalize acceptable deviations defined by a parameter $\varepsilon$. Formally, this loss function can be written as

$$|u_l|_{\varepsilon} = \max(0, |u_l| - \varepsilon). \quad (5.18)$$

In other words, deviations that are larger than parameter $-\varepsilon$ and smaller than parameter $\varepsilon$, have a zero loss. One says that these deviations are in the $\varepsilon$-tube.

![Figure 5.6: $\varepsilon$-Insensitive Loss Function](image)

Deviations outside of the $\varepsilon$-tube have a loss larger than zero. One can introduce error slopes $\xi_l, \xi_l^* \geq 0$ for these deviations as follows:

\[\text{See Vapnik (2000).}\]
\[\text{See Schölkopf/Smola (2002, p. 79).}\]
\[ \xi_l = \begin{cases} u_l - \varepsilon, & \text{if } u_l - \varepsilon \geq 0 \\ 0, & \text{otherwise.} \end{cases} \]

\[ \xi^*_l = \begin{cases} -(u_l - \varepsilon) & \text{if } u_l - \varepsilon \leq 0 \\ 0, & \text{otherwise.} \end{cases} \]

The optimization problem for SVR, which minimizes the \( \varepsilon \)-insensitive loss function (5.18), can be formulated as

\[
\begin{aligned}
\text{minimize}_{w, b, \xi, \xi^*} & \quad \frac{1}{2} \|w\|^2 + C \sum_{l=1}^{L} (\xi_l + \xi^*_l) \\
\text{subject to} & \quad y_l - \sum_{i=1}^{N} w_i x_{i,l} - b \leq \varepsilon + \xi_l \\
& \quad \sum_{i=1}^{N} w_i x_{i,l} + b - y_l \leq \varepsilon + \xi^*_l \\
& \quad \xi_l, \xi^*_l \geq 0 \\
& \quad l = 1, \ldots, L,
\end{aligned}
\]  

(5.19)

where the insensitive region defined by parameter \( \varepsilon \) and the trade-off parameter \( C \) are pre-selected.

The minimization of the error slopes \( \xi_l, \xi^*_l \) leads to a good approximation of the \( y \) by the function \( f(x) = \sum_{i=1}^{N} w_i x_i + b \) (see Figure 5.7). Varying the size of the insensitive region can help to achieve a good generalization, that is good performance on data sets other than the given one. Reducing the size of the region increases the approximation error and may lead to
overfitting. This means that the estimated functional dependence will be specific to the given data points. In contrast, increasing the size of the region reduces the approximation error and may lead to underfitting, where the estimated functional dependence does not capture the structure of the given data set. Thus, an optimal trade-off between approximation and generalization, expressed by parameters $C$ and $\varepsilon$, must be found.

The insensitive region can be characterized by data points that are outside or lie on the boundary of the $\varepsilon$-insensitive region. These points are called support vectors. In the standard formulation of the SVR margin, $\varepsilon$ is fixed. Schölkopf et al. introduce another formulation of the SVR, a so-called $\nu$-SVR, where the margin defined by parameter $\varepsilon$ is not fixed and is selected automatically based on input data. The influence of the data on the parameter $\varepsilon$ is specified by the parameter $\nu \in [0, 1]$. One can show that $\nu$ is “an upper bound on the fraction of margin errors and is a lower bound on the fraction of support vectors”. For example, if $\nu = 0.5$, then less than 50% of data points are margin errors (where $\xi_l > 0$ or $\xi^*_l > 0$) and more than 50% of data points are support vectors (where $\xi_l \geq 0$ or $\xi^*_l \geq 0$).

$$\begin{align*}
\minimize_{w, b, \nu, \xi^*} & \quad \frac{1}{2} \|w\|^2 + C[\nu \varepsilon + \frac{1}{L} \sum_{l=1}^{L} (\xi_l + \xi^*_l)] \\
\text{subject to} & \quad y_l - \sum_{i=1}^{N} w_i x_{i,l} - b \leq \varepsilon + \xi_l \\
& \quad \sum_{i=1}^{N} w_i x_{i,l} + b - y_l \leq \varepsilon + \xi^*_l \\
& \quad \xi_l, \xi^*_l \geq 0 \\
& \quad l = 1, \ldots, L.
\end{align*}$$

The solutions of $\nu$-SVR and $\varepsilon$-SVR coincide if, in $\varepsilon$-SVR, the parameter $\varepsilon$ is equal to $\varepsilon^*$, which is an optimal margin detected by $\nu$-SVR.

SVR has the following advantages over the classical regression formulation. The first advantage is that SVR is based on the $\varepsilon$-insensitive loss function. As a consequence, SVR is robust to outliers. The second advantage is that SVR is designed for predictive learning. This means that its goal is to predict or imitate the output from the inputs and not to explain the dependence between the output and the inputs, as is the goal of a classical regression formulation.

---

240 We describe overfitting in detail in Section 5.1.4.
241 See Schölkopf et al. (2000).
242 See Schölkopf et al. (2000, p. 1226).
243 See Schölkopf et al. (2000, p. 1215, proposition 2).
5.1.4 Model selection

SVR and SVM contain parameters that should be pre-selected before optimization. These parameters control the behaviour of the algorithms and are important for achieving good prediction quality. In this section, we discuss some of the methods that can assist with the selection of parameters for both algorithms.

5.1.4.1 Bias-variance trade-off, model complexity, and overfitting

When solving classification or regression problems, a single model should be selected from a set of available models, for example from a set of linear functions, and its prediction quality should be evaluated. For this purpose, a given dataset \( \mathbf{A} \), which consists of pairs \((x_1, y_1), \ldots, (x_L, y_L), \ldots, (x_{L'}, y_{L'})\), is divided randomly into two subsets: a training set (sample), \( \mathbf{A}_{\text{train}} \), containing the first \( L \) data points, and a test set (out of sample), \( \mathbf{A}_{\text{test}} \), containing the remaining \( L' - L \) data points (see Figure 5.8). The training set is used for the estimation and validation of different models, in order to choose the best one. The test set is used to make a further assessment of the prediction quality of the selected model.\(^{244}\)

\[
\text{err}_{\text{emp}} = \frac{1}{L} \sum_{l=1}^{L} (y_l - f(x_l))^2. \tag{5.20}
\]

The training error can also be measured as the mean absolute deviation:

\[ \text{err}_{\text{mae}} = \frac{1}{L} \sum_{l=1}^{L} |y_l - f(x_l)|. \]

\(^{244}\) See Hastie/Tibshirani/Friedman (2009, p. 224).

\(^{245}\) See Cherkassky/Mulier (2007, p. 63).
\[ err_{emp} = \frac{1}{L} \sum_{l=1}^{L} |y_l - f(x_l)| \]  \hspace{1cm} (5.21)

To evaluate the generalizability or prediction quality of the model \( f(x) \), the test error, sometimes called the generalization error, is calculated over an independent test set, \( A_{test} \):

\[ err_{test} = \frac{1}{L' - L} \sum_{l=L+1}^{L'} (y_l - f(x_l))^2. \]

The empirical error \( err_{emp} \) can be used as a prediction of the test error \( err_{test} \). In this case, there is an assumption that the best model on the training set will remain the best one on the test set. Unfortunately, this is not generally true. The cause of this behaviour can be illustrated using a bias-variance decomposition of the expected test error.

The model \( f(x) \) in the form \( y = f(x) + u \), where \( u \) is an error term with \( E[u] = 0 \) and \( Var[u] = \sigma_u^2 \), can be selected using different training sets. The true model \( y = t(x) \) is unknown; only its realizations \( (y_l, x_l), l = 1, \ldots, L \), corrupted by noise, are observable. If \( K \) training sets are given, then \( K \) models \( f_k(x) \) are selected by the learning algorithm over these training sets (see Figure 5.9). Selecting any data point \( x_l \), and computing \( K \) different estimated values \( f_k(x_l) \) of the true value \( t(x_l) \) at this point, then the average test error can be decomposed as the sum of three parts. \(^{247}\)

---


\(^{247}\) See Hastie/Tibshirani/Friedman (2009, p. 223).
\[ E_k[\text{err}_{test}(\mathbf{x}_i)] = E_k[(y_i - f_k(\mathbf{x}_i))^2] \]
\[ = E_k[(y_i - E_k[f_k(\mathbf{x}_i)]) + E_k[f_k(\mathbf{x}_i)] - f_k(\mathbf{x}_i))^2) \]
\[ = \sigma_a^2 + (t(\mathbf{x}_i) - E_k[f_k(\mathbf{x}_i)])^2 + E_k[(f_k(\mathbf{x}_i) - E_k[f_k(\mathbf{x}_i)])^2] \] (5.22)
\[ = \text{Irreducible Error} + \text{Bias}^2 + \text{Variance}. \]

Irreducible error is the variance of the realizations \( y_i \) around the true value \( t(\mathbf{x}_i) \), which cannot be reduced by the learning algorithm. Squared bias is the squared difference between the true value \( t(\mathbf{x}_i) \) and the average of the estimates \( f_k(\mathbf{x}_i) \). The variance is the variance of the estimates \( f_k(\mathbf{x}_i) \) around their mean \( E_k[f_k(\mathbf{x}_i)] \). This variance measures the sensitivity of the learning algorithm to the training sets that are used to estimate the model.

To reduce the expectation of the test error in equation (5.22), it is necessary to reduce the bias and the variance simultaneously. The variance of the estimates \( f_k(\mathbf{x}_i) \) around their mean \( E_k[f_k(\mathbf{x}_i)] \) depends on the capacity of the model set, from which the learning algorithm selects estimates \( f_k(\mathbf{x}_i) \).

Capacity is a measure of content.\(^{248}\) As it is defined by Sewell.\(^{249}\)

Capacity is a measure of complexity and measures the expressive power, richness or flexibility of a set of functions by assessing how wiggly its members can be.

There are different measures of capacity of the model set. The most known is VC dimension, which we describe in Section 5.1.4.2.

The capacity concept can be illustrated using the following example. There are two model sets: a set of linear functions \( y = bx + c \) and a set of quadratic functions \( y = ax^2 + bx + c \).

The first set is a subset of the second set, since the set of linear functions is a subset of the quadratic functions. One can say that the set of quadratic functions is richer than the set of linear functions.\(^{250}\) In other words, the capacity of the set of quadratic functions is higher since there are more possibilities to approximate the true function \( t(\mathbf{x}_i) \) by selecting a quadratic function rather than a linear one.

In this context, one can distinguish between complex and simple models. If the model is selected from the set of low capacity, then it is called a simple model, otherwise it is called complex.

\(^{248}\) See Merriam-Webster dictionary.


\(^{250}\) See Vapnik (2000).
By increasing the set of available models, one can ensure that the algorithm is capable of finding a model that better fits the data points in the training set. Hence, estimation bias decreases but variance increases. By decreasing the set of available models, one reduces the amount of freedom available to fit the model to the data points. As a consequence, estimation bias increases and variance decreases. In general, if the set of available models for an algorithm is rich, the bias is small but the variance is large, while if the richness of the set of models is lower, the bias will be greater, but the variance smaller. To keep the average test error small, one must minimize the sum of the squared bias and the variance, to find a bias-variance trade-off.\(^{251}\)

It is possible to reduce the variance of the estimation by increasing the number of data points used to select the model from the set of the models. As a rule, to select a model from a rich set of models, the number of data points needs to be large. If the model set is rich but the number of data points is low, then it is possible to select a model that fits the data points well but whose performance on the test set is significantly worse. This problem is called overfitting.\(^{252}\)

Summarizing, to ensure the generalizability of the model \(f(x)\), the important factors are as follows: the capacity of the model set from which the learning algorithm selects the model and the number of data points used to select the model.

To analyse the problem of overfitting, one must consider the difference between the test error and the empirical error. To do so, one can express the test error in terms of the empirical error, in additive form with a confidence interval of \([\text{err}_{\text{test}} - \text{err}_{\text{emp}}]\), or in multiplicative form with a confidence interval of \(\frac{\text{err}_{\text{test}}}{\text{err}_{\text{emp}}}\).\(^{253}\)

\[
\text{err}_{\text{test}} = \text{err}_{\text{emp}} + \left[\text{err}_{\text{test}} - \text{err}_{\text{emp}}\right] \tag{5.23}
\]

\[
\text{err}_{\text{test}} = \text{err}_{\text{emp}} \cdot \left[\frac{\text{err}_{\text{test}}}{\text{err}_{\text{emp}}}\right]. \tag{5.24}
\]

We show in the next sections that the confidence interval in either form can be characterized by a function that depends on the capacity of the set of models and on the size of the training set.\(^{254}\) This function is an increasing function of capacity, and a decreasing function of the size of the training set. In other words, the confidence interval is larger for a rich set of models and a small size of training set, and smaller for a poor set of models and a large
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\(^{251}\) See, for example, Hastie/Tibshirani/Friedman (2009).

\(^{252}\) See, for example, Hastie/Tibshirani/Friedman (2009, p. 221).

\(^{253}\) See Cherkassky/Mulier (2007, p. 76) and Bousquet/Boucheron/Lugosi (2004, p. 181).

\(^{254}\) For details see Section 5.1.4.2 and Section 5.1.4.3.
training set. As a consequence, the goal of model selection is to select the model that minimizes the sum of the empirical error and the confidence interval.

Model selection for SVM and SVR is performed by selecting parameters for these algorithms. The parameters limit the capacity of a set of models. By varying these parameters and estimating the test error using (5.23) or (5.24) and the average test error using (5.22), it is possible to select a model of optimal complexity that generalizes the data well.

There are two groups of model selection methods. The first group uses analytic criteria to estimate the discrepancy between the empirical and the test error, based on some measures of model complexity. The second group consists of data-driven methods, which use resampling to estimate the average test error.

### 5.1.4.2 Analytic method of model selection for classification problems

SVM is based on statistical learning theory, which focuses on the generalizability of learning algorithms. The main statement of the theory is that simple models generalize well. The measurement of model complexity, and a further formalization of this concept which introduced the Vapnik-Chervonenkis (VC) dimension, have become the foundation for constructing SVMs.

![Figure 5.10: VC Dimension for Indicator Functions](image)

The VC dimension measures the model complexity, that is the capacity, of the set of models that can be selected by a learning machine. For example, the VC dimension $h$, for a set of models that is restricted to a class of indicator functions $\mathbb{R}^2 \rightarrow \{-1, 1\}$ in two dimensional

---

255 For details see Section 5.1.4.2 and Section 5.1.4.3.
259 See Vapnik (1995)
space, is given by $h = 3$. This is because an indicator function can be represented as a line on the plane that separates the given data points and, as a result, it is possible to split up at least any three points into two classes in any way (see Figure 5.10 left). However, it is not possible to do the same for four points using a line (see Figure 5.10 right). Therefore, the VC dimension of the set of lines on the plane is $h = 3$, which is the maximal number of points that can be divided up by this set of lines. It is possible to generalize this concept to $N$ dimensions. The $N$-dimensional hyperplane has a VC dimension of $h = N + 1$.

The hyperplane that separates the classes with a margin can have a lower VC dimension than a simple line. We can illustrate this using an example. It is possible to separate three points in any way using a line (see Figure 5.11 left). Moreover, it is also possible to separate points 1 and 3 from point 2 by a margin hyperplane. However, it is not possible to separate points 1 and 2 from point 3 as well as points 3 and 2 from point 1 using a hyperplane with the same margin (see Figure 5.11 right).

Hence, the margin hyperplane can be simpler than a line. The larger is the margin, the lower is the VC dimension. SVM selects the hyperplane with the maximal margin, which is the simplest possible model. Vapnik\textsuperscript{260} proves that the VC dimension for a margin hyperplane is bounded by

$$h \leq \min\left(\frac{R^2}{\gamma^2}, N\right) + 1$$

(5.25)

where $R$ is the radius of the minimal sphere, which includes all training points, and $\gamma$ is the margin. If the margin goes to zero ($\gamma \to 0$), this formula gives the VC dimension for a line ($h = N + 1$).

\textsuperscript{260}See Vapnik (2000, p. 132, Theorem 5.1).
Moreover, the discrepancy between the test error and the empirical error $|\text{err}_{test} - \text{err}_{emp}|$ in equation (5.23) can be quantified by the function $\Phi(L/h)$:

$$
\text{err}_{test} - \text{err}_{emp} \leq \Phi(L/h),
$$

(5.26)

where $\Phi(L/h)$ is a decreasing function that depends on the relation between the number of examples in the training set $L$ and the VC dimension $h$. Statistical learning theory introduces an explicit form for $\Phi(L/h)$:

$$
\Phi(\tau) = \begin{cases} 
1 - \frac{\ln 2 + 1}{\tau - k} & \text{if } \tau \leq 0.5, \\
1 + \sqrt{1 + \frac{b(\tau-k)}{\ln 2 + 1}} & \text{if } \tau > 0.5
\end{cases}
$$

(5.27)

where $\tau = L/h$ and $a = 0.16, b = 1.2, k = 0.15$. The values of the constants $a, b, k$ were found empirically by Vapnik et al. The estimation of the VC dimension $h$ is given by (5.25).

If the relation $L/h$ is smaller than 0.5, then the function $\Phi(L/h)$ takes the largest value, 1. In this case, there is not enough data to estimate the model of complexity $h$.

One can rewrite (5.26) as

$$
\text{err}_{test} \leq \text{err}_{emp} + \Phi(L/h).
$$

(5.28)

The sum of the empirical error and the confidence interval $\Phi(L/h)$ is an upper bound for the test error, which can then be used to select the model. Two strategies for finding the optimal model can be derived from this inequality.

The first strategy, called the empirical risk minimization principle (ERM), pays no attention to model complexity but simply selects the model that minimizes the empirical error. However, this method has a disadvantage in that the term $\Phi(L/h)$ can be quite large and, as a consequence, the prediction of the test error will not be accurate.

The second strategy, called the structural risk minimization principle (SRM), solves the problem in the following way. Firstly, the structure, which consists of nested sets of models with different capacities, as measured by the VC dimension $h$, is defined $(S_1 \subset S_2 \subset \cdots \subset S_n)$. This structure should be defined in advance, without the use of

---


training data. Secondly, the models with the least empirical risk in each of these sets are selected. Thirdly, from the models chosen in step 2, the model from the set with VC dimension \( h^* \) is selected that has the lowest upper bound (5.28) (see Figure 5.12).²⁶³

For example, the SVM implements the SRM. Parameter \( C \) controls the complexity of the set of models available to the learning algorithm, since it puts a limit on the lowest possible margin between two classes. Therefore, one can introduce the structure through a sequence of parameters \( C_1 < C_2 < \cdots < C_n \) with corresponding complexities \( h_1 \leq h_2 \leq \cdots \leq h_n \). By solving the SVM for different parameters \( C \), one can choose the model with the minimal bound on the test error.

Moreover, Lugosi and Zeger have proved the following theorem:

**Theorem (Lugosi, Zeger).**²⁶⁵ *For any distribution function the SRM method provides convergence to the best possible solution with probability one (i.e. the learning using SRM method is consistent).*

### 5.1.4.3 Analytic methods of model selection for regression problems

There are different methods of estimating the discrepancy between the empirical error and the test error in the forms (5.23) and (5.24) for regressions. These criteria, analogous to the

²⁶³ See Vapnik (2000, p. 96).
²⁶⁴ See Vapnik (2000, p. 96).
²⁶⁶ In Section 5.1.2 we defined the concept of the learning consistency.
classification case, are based on the size of the training set and on some measure of the capacity of the set of admissible models for the learning algorithm. Two capacity measures can be used here: the number of degrees of freedom \(d\), which represents the independent pieces of information given by the data,\(^{267}\) and the VC dimension \(h\).\(^{268}\)

The criteria used most often are the Akaike information criterion (AIC) and the Bayesian information criterion (BIC),\(^{269}\) which can be written as

\[
AIC(d) = err_{emp}(d) + 2 \frac{d}{L} \hat{\sigma}_u^2 \tag{5.29}
\]

\[
BIC(d) = err_{emp}(d) + (\ln L) \frac{d}{L} \hat{\sigma}_u^2, \tag{5.30}
\]

where \(\hat{\sigma}_u^2\) is an estimation of the variance of the noise, and \(err_{emp}(d)\) is an empirical error, taking the form of (5.20) or (5.21).

If empirical error in the form of (5.20) is used, then the estimation of the noise in (5.29) and (5.30) can be written as

\[
\hat{\sigma}_u^2 = \frac{L}{L-d} \frac{1}{L} \sum_{l=1}^{L} (y_l - f(y_l))^2 = \frac{L}{L-d} err_{emp}(d). \tag{5.31}
\]

Substituting expression (5.31) into (5.29) and (5.30) respectively, gives the final prediction error (FPE) and the Schwartz criterion (SC):\(^{270}\)

\[
FPE = err_{emp}(d)(1 + p)(1 - p)^{-1} \tag{5.32}
\]

\[
SC = err_{emp}(d) \left(1 + p(1 - p)^{-1} \ln L\right) \tag{5.33}
\]

where \(p = d/L\).

There are other criteria, for example, generalized cross validation (GCV) and Shibata’s model selector (SMS), that can also be used to estimate test error:\(^{271}\)

\(^{267}\) See Glenn/Littler (1984, p. 46).

\(^{268}\) Practical methods for estimating the degrees of freedom and the VC dimension are discussed in Section 5.1.4.4.

\(^{269}\) See Hastie/Tibshirani/Friedman (2009, pp. 231 and 233).


\[ GCV = \frac{err_{emp}(d)}{(1 - p)^2} \]  
\[ SMS = err_{emp}(d)(1 + 2p). \]  
\[ VM = err_{emp}(q) \left( 1 - \sqrt{q - q \ln q + \frac{\ln L}{2L}} \right)^{-1}, \] where \( q = h/L \) and \( (a)_+ = \max(0, a) \).

The criteria FPE, SC, GCV, SMS, and VM, which estimate the test error in the multiplicative form (5.24), are used to select parameters \( C \) and \( \varepsilon \) for SVR, producing the minimal estimated test error.

The growth of the correction factors for the empirical error \( err_{emp} \) for the above criteria is displayed in Figure 5.13.

Figure 5.13: Correction Factors for Complexity

---

273 Based on Cherkassky/Mulier (2007, p. 130).
For example for the SMS method the correction factor is equal to \((1 + 2p)\) and it is displayed as a line. The correction factors for the VM and SC methods depend on the size of the training set. Therefore, we show three variants of these methods for training set sizes 10, 100, and 1000. Figure 5.13 indicates that the VM is more conservative than the other methods. In contrast, the SMS method is the most optimistic.

### 5.1.4.4 Measuring model complexity

Bias-variance trade-off and statistical learning theory establish the fact that the generalizability of the learning algorithm depends on the empirical error and the capacity of the set of models. Imposing restrictions on the parameters of the required model, one can reduce the capacity of the available set of models.\(^{274}\)

Figure 5.14 illustrates the reduction of the capacity of a set of linear models. The set of linear models without constraints on the parameters is the richest set. One can reduce this set by adding constraints on the parameters. In the extreme case, with the smallest possible parameter \(C\), the set is limited to one variant. In this case, the algorithm will return the same model regardless of the data, so the variation will be zero but the bias will be large.

In many cases, the capacity of the set of models cannot be measured theoretically. Therefore, it is necessary to use approaches that estimate the model complexity using the data. In the following, we will discuss such approaches: one approach to estimate the effective degrees of freedom and one to estimate the effective VC dimension.

5.1.4.4.1 Measuring the effective degrees of freedom

The number of degrees of freedom (DoF) can be obtained by analysing the covariance between the predicted value, which is measured based on different training sets, and the observed value. Based on the covariance, one can introduce the effective DoF as

\[
d = \sum_{l=1}^{L} \frac{\text{Cov}(\hat{y}_l, y_l)}{\sigma^2_a}. \tag{5.37}
\]

Unfortunately, the covariance is not observable but it can be estimated using bootstrap methods.\(^{276}\)

Another algorithm for estimating DoF is proposed by Ye.\(^{277}\) It estimates DoF using \(M\) training sets, which are derived from the original training set using perturbations of size \(\tau\):

- Repeat \(m = 1, \ldots, M\)
- Generate perturbations \(\Delta_m = (\delta_{m1}, \ldots, \delta_{mL})\) from the density \(\frac{1}{\tau^L} \prod_{l=1}^{L} \phi(\delta_{ml}/\tau)\)
- Estimate \(\hat{y}_m\) using the modified data set \(y + \Delta_m\)
- Calculate \(\hat{h}_l\) as the regression slope from \(\hat{y}_m = \alpha + \hat{h}_m \delta_{ml}\)
- Generalized degrees of freedom are equal to \(d = \sum_{l=1}^{L} \hat{h}_l\)

This algorithm is based on definition (5.37) for DoF.\(^{278}\) The resulting DoF \(d\) is then used in conjunction with the criteria from Section 5.1.4.3 to select the model.

5.1.4.4.2 Measuring the effective VC dimension

The VC dimension can be measured by estimating the maximum discrepancy between the empirical error and the test error. For this purpose, one can construct an experiment that assesses the VC dimension using the data (see Figure 5.15):\(^{279}\)

- Repeat \(k = 1, \ldots, K\)

---

\(^{275}\) See Hastie/Tibshirani/Friedman (2009, p. 233).
\(^{276}\) See Efron (2004, p. 620)
\(^{278}\) See Ye (1998, p. 122, Definition 1).
\(^{279}\) See Vapnik/Levin/Cun (1994, p. 7).
- Select a random training set with size \( s_k \) from the original training set
- Assign uniformly random labels \([-1, 1]\) to the training data points
- Divide the training sample into two equal parts
- Flip the labels to their reverse values for the second part
- Combine these sets and estimate the model
- Flip the labels for the second part back to what they were originally
- Calculate the errors for the first part and the second part
- Compute the discrepancy:

\[
d_k = |err_2 - err_1|.
\]  
(5.38)

It is necessary to minimize \( err_1 \) and maximize \( err_2 \) to determine the maximal value of the discrepancy \( d_k \) using the data in the training set. One can achieve this goal by using a training set made up of two parts: the first part with the original labels and the second part with the inverted labels. The first part of the training set is used to minimize \( err_1 \), and the second part to maximize \( err_2 \).

Figure 5.15: Measuring the VC Dimension

By definition, from statistical learning theory, the values \( d_k \) are approximately equal to

\[
d_k \approx \Phi(s_k/h).
\]

where the function \( \Phi \) represents the discrepancy between the training error and the test error and has the analytical form (5.27). This makes it possible to determine the VC dimension \( h \) by solving the optimization problem

\[
\text{minimize} \quad \sum_{k=1}^{K} \left( \Phi(s_k/h) - d_k \right)^2.
\]  
(5.39)

---

\(^{280}\) Based on Shao/Chekassky/Li (2007, p. 28).
The sizes \( s_k \) of the training sets should be selected in advance. Shao et al.\textsuperscript{281} have shown that the estimation of the VC dimension is more stable if the experiments are repeated for values \( s_k/h \) that are greater than 5.

The estimated VC dimension used for the model selection in this research will be calculated using bounds on the test error (5.27) for the classification problem and (5.36) for the regression problem.

### 5.1.4.5 Resampling methods of model selection

Resampling methods of model selection aim to estimate the average test error. The simplest resampling method is a holdout.\textsuperscript{282} The data set is randomly divided into three parts: a training set, a validation set, and a test set (see Figure 5.16). For every given set of models,\textsuperscript{283} the learning algorithm selects the model with the minimal empirical error, using the training set. In the next step, out of these selected models, the one with the minimal validation error on the validation set is chosen. The quality of this model is then estimated using the test set.

![Figure 5.16: Hold Out](image)

Cross-validation is a more complicated resampling method.\textsuperscript{284} Suppose that the sets of models to be used in the learning algorithm are given. The purpose of cross-validation is to choose, from these sets, the one that gives the lowest estimate of expected test error. Initially, the training set \( \mathcal{A} \) is divided into \( K \) subsets (folds), \( \mathcal{A}_k \) (see Figure 5.17).

![Figure 5.17: K-Fold Cross-Validation](image)

Next, one fixes a set of models through an appropriate parameterization of the learning algorithm, selects model \( f_k \) from this set using the training data \( \mathcal{A} \setminus \mathcal{A}_k \), and, finally, validates every model \( f_k \) on the set \( \mathcal{A}_k \), to compute the total validation error:

---

\textsuperscript{281} Shao/Cherkassky/Li (2000, p. 21).

\textsuperscript{282} See Kohavi (1995, Section 2.1).

\textsuperscript{283} For example, for SVM the model sets are determined by the values of parameter \( C \).

\textsuperscript{284} See Kohavi (1995, Section 2.2).
This step is repeated for all given sets of models. Next, the set of models with the lowest total validation error is selected. The learning algorithm then estimates a model using the chosen model set, for the whole set \( A \). The quality of this model is determined using the test set.

Typical numbers of folds used are \( K = 5 \) and \( K = 10 \). The special case, when every fold contains one example \( (K = L) \), is called leave-one-out (LOO) cross-validation.

### 5.1.4.6 Model selection based on the number of support vectors

Another method of model selection is based on the number of support vectors:

\[
err_{test} \leq \frac{\#SV}{L}.
\]

The test error in this case is bounded by the ratio of the number of support vectors to the number of data points. Model selection using this bound is implemented using \( \nu \)-SVR.

### 5.1.4.7 Model selection process

Having listed the model selection methods, it is now possible to define the model selection process (see Figure 5.18).

---

Initially, sets of models with different capacities are defined. One can proceed further with analytic or resampling methods of model selection. For analytic methods, it is necessary to compute the capacity of every set, which is measured by the VC dimension or the DoF. The capacity of the set is also used to estimate the test error. Alternatively, one can estimate the test error directly via resampling methods, using a part of the data set that is not used for the model estimation. The estimation of the test error, whether obtained through analytic or resampling methods, is then used to select the best model.

5.1.5 Extended version of SVR

To control the capacity of the model set directly in the optimization problem for SVR, it is necessary to rewrite the SVR given in (5.19) as

\[
\begin{align*}
\minimize \quad & \sum_{l=1}^{L} (\xi_l + \xi_l^*) \\
\text{subject to} \quad & y_l - \sum_{i=1}^{N} w_i x_{i,l} - b \leq \varepsilon + \xi_l \\
& \sum_{i=1}^{N} w_i x_{i,l} + b - y_l \leq \varepsilon + \xi_l^* \\
& \xi_l, \xi_l^* \geq 0 \\
& \frac{1}{2}\|w\|^2 \leq C' \\
& l = 1, \ldots, L, \\
\end{align*}
\]

(5.40)

The difference between SVR (5.19) and SVR (5.40) is the treatment of the 2-norm. The 2-norm in SVR (5.19) appears in the objective of the optimization problem, but the 2-norm in SVR (5.40) is a part of the constraint. Although it is possible for the fixed \( C' \) to find the value of the penalty parameter \( C \) in SVR (5.19) such that the solutions of both formulations coincide,\(^{286}\) SVR (5.40) allows us to quantify the model capacity directly using the penalty parameter \( C' \).\(^{287}\)

Moreover, it is possible to extend the 2-norm constraint in SVR (5.40) to\(^ {288}\)

\[
\frac{1}{2}\|S(w - w_0)\|^2 \leq C',
\]

---

\(^{286}\) See Vapnik (2000, p. 186).


\(^{288}\) This constraint has the same form as when it is used for the regularization of linear programs in Tikhonov/Arsenin (1979, p. 269).
where \( S \) is a positive semi-definite matrix and \( w_0 \) is a fixed vector. Using this type of constraint it is possible to include different types of preliminary information about vector \( w \).\(^{289}\)

### 5.1.6 The transformation of SVR into SVM

The model selection for SVR includes the selection of two meta-parameters that influence the generalizability of the algorithm: the trade-off parameter \( C \) and the size of the insensitive region \( \varepsilon \). There are various ways of accomplishing this task:

1. The parameters are selected based on analytic bounds (see Section 5.1.4.3).
2. The parameters are selected using resampling methods (see Section 5.1.4.5).
3. The user selects the parameters manually, based on experience.
4. The parameters are selected to achieve a fixed percentage of support vectors out of the total number of data points. This can be done using \( \nu \)-SVR. For example, if \( \nu = 0.5 \), then 50% of the data points are support vectors and 50% (the rest) are inside the insensitive region.\(^ {290}\)
5. The parameters are selected using analytic criteria based on the training data: parameter \( C \) is equal to \( C := \max(|\bar{y} + 3\sigma_y|, |\bar{y} - 3\sigma_y|) \), where \( \bar{y} \) and \( \sigma_y \) are the mean and variance of the scalar outputs \( y_l \) in the training set, parameter \( \varepsilon \) is equal to \( \varepsilon := 3\sigma \sqrt{\frac{\ln L}{L}} \), where \( \sigma \) is the variance of the noise, and \( L \) is the size of the training set.\(^ {291}\)

We use analytic and resampling methods for our model selection because they have a strong theoretical background (see Section 5.1.4). To simplify their application, one can transform SVR with two parameters \((C, \varepsilon)\) into SVM with one parameter \((C^c)\). This transformation reduces the computational burden of the model selection.

The relation between SVR and SVM has been studied previously by Pontil et al. and Ancona.\(^ {292}\) Their work shows that SVR can be seen as an extension of SVM and that it is possible to use it for the classification task. In addition, Bi and Benett\(^ {293}\) show that the regression problem can be converted to a classification problem and, based on this fact, they

---

\(^{289}\) See, for example, Section 5.2.3.

\(^{290}\) See Schölkopf et al. (2000). Value \( \nu = 0.5 \) is recommended by Mattera/Haykin (1998, p. 226).

\(^{291}\) See Cherkassky/Ma (2004).


\(^{293}\) See Bi/Benett (2003).
introduce new algorithms H-SVR and RH-SVR. We extend this idea and show that SVR can be transformed into SVM.

The main idea behind the transformation of SVR into SVM is to modify the initial training set in such a way that, instead of the regression line, one must look for the separating hyperplane. For example, suppose we have the data point \((x_l, y_l)\). We can modify this data point by adding and subtracting a fixed value \(\theta > 0\) and, as a result, we have two data points \((x_l, y_l + \theta)\) and \((x_l, y_l - \theta)\). We can say that the first pair belongs to class 1, and the second pair to class -1. If we apply this transformation to all data points (see Figure 5.19), then the regression problem is converted into the classification problem.\(^{294}\)

![Figure 5.19: Conversion of SVR into SVM: a) Original Data and Regression Line b) Shifted Data and Separating Plane\(^{295}\)](image)

To formulate an optimization problem to find the separating hyperplane, one can fix \(\theta > 0\) such that, for any \(l = 1, \cdots, L\), all errors \(u_l = y_l - \sum_{i=1}^{N} w_i x_{i,l} - b\) are in the interval \([-\theta, \theta]\):

\[-\theta \leq u_l \leq \theta, \quad (5.41)\]

Rewriting (5.41) as

\[
\begin{align*}
  u_l + \theta & \geq 0 \\
  u_l - \theta & \leq 0,
\end{align*} \quad (5.42)
\]

one can define two classes: the first class \(\{+1\}\) has \(u_l + \theta \geq 0\) and the second class \(\{-1\}\) has \(u_l - \theta \leq 0\).

---

\(^{294}\) See Bi/Benett (2003, p. 2).

\(^{295}\) Modified from Bi/Benett (2003, p. 3).
The following proposition shows the equivalence of SVR and SVM, by fixing parameter $\theta$ and imposing the constraints $\sum_{i=1}^{N} w_i = 1, w_i \geq 0, i = 1, \cdots, N$:

**Proposition 5.1**: For any fixed $\theta > \varepsilon > 0$, the solutions of the classification problem

$$\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{L} (\xi_i^c + \xi_i^{ce}) \\
\text{subject to} & \quad \sum_{i=1}^{N} w_i^c (y_i - x_{i,l} - \theta) - b^c \leq -1 + \xi_i^c \\
& \quad - \sum_{i=1}^{N} w_i^c (y_i - x_{i,l} + \theta) + b^c \leq -1 + \xi_i^{ce} \\
& \quad \sum_{i=1}^{N} w_i^c \geq \frac{1}{\theta} \\
& \quad w_i^c \geq 0, i = 1, \cdots, N \\
& \quad \xi_i^c, \xi_i^{ce} \geq 0 \\
& \quad \frac{1}{2} \| S(w^c - w_0 \sum_{i=1}^{N} w_i^c) \|_2^2 \leq C^c \\
& \quad l = 1, \cdots, L.
\end{align*}$$

and the regression problem

$$\begin{align*}
\text{minimize} & \quad \sum_{i=1}^{L} (\xi_i + \xi_i^*) \\
\text{subject to} & \quad y_i - \sum_{i=1}^{N} w_i x_{i,l} - b \leq \varepsilon + \xi_i \\
& \quad \sum_{i=1}^{N} w_i x_{i,l} + b - y_i \leq \varepsilon + \xi_i^* \\
& \quad \sum_{i=1}^{N} w_i = 1 \\
& \quad w_i \geq 0, i = 1, \cdots, N \\
& \quad \xi_i, \xi_i^* \geq 0 \\
& \quad \frac{1}{2} \| S(w - w_0) \|_2^2 \leq C \\
& \quad l = 1, \cdots, L.
\end{align*}$$

coincide, where
\begin{align*}
w_i &= \frac{w_i^c}{\sum_{i=1}^{N} w_i^c} \\
b &= \frac{b^c}{\sum_{i=1}^{N} w_i^c} \\
\varepsilon &= \theta - \frac{1}{\sum_{i=1}^{N} w_i^c} \geq 0 \\
\xi_l &= \frac{\xi_l^c}{\sum_{i=1}^{N} w_i^c} \\
\xi_l^+ &= \frac{\xi_l^{sc}}{\sum_{i=1}^{N} w_i^c} \\
C &= \frac{C^c}{(\sum_{i=1}^{N} w_i^c)^2}.
\end{align*}

**Proof:** see Appendix 2.

The above proposition describes how to convert a regression problem with two parameters \( C, \varepsilon \) into a classification problem with one parameter \( C^c \). However, to make such a transformation, it is necessary to choose the parameter \( \theta \). Parameter \( \theta \) is selected in advance and specifies the required precision of the regression problem. On the one hand, if the value of \( \theta \) is very small, we may see a situation in which one of the inequalities (5.42) is not satisfied, meaning that there is no way to define the classes. On the other hand, as the value of \( \theta \) increases, the model accuracy deteriorates.

One possible way to choose the parameter \( \theta \) is to find the smallest possible value for which the inequalities (5.42) are still satisfied. This can be done by solving the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \theta \\
\text{subject to} & \quad y_l - \sum_{i=1}^{N} w_i x_{i,l} - b \leq \theta \\
& \quad y_l - \sum_{i=1}^{N} w_i x_{i,l} - b \geq -\theta \\
& \quad \sum_{i=1}^{N} w_i = 1 \\
& \quad l = 1, \ldots, L
\end{align*}
\]

Then, we would use the solution \( \theta = \theta^* \) for the conversion.
The geometrical interpretation of the SVM (5.43) in the regression data space is illustrated in Figure 5.20. The margin $\gamma$ is an interval that is cut off on the axis $y$ by two parallel hyperplanes $y - \sum_{i=1}^{N} w_i x_i - b = \theta^*$ and $y - \sum_{i=1}^{N} w_i x_i - b = \varepsilon$. The larger the margin, the more probable it is that errors $u_l$ remain in the interval $[-\theta^*, \theta^*]$. SVM (5.43) automatically adjusts margin $\gamma$ for a fixed capacity of the set of models, which is specified by the 2-norm constraint and the constant $C^c$.

![Figure 5.20: Precision and Margin for SVR](image)

SVM (5.43) implements the SRM principle. The nested structure is defined by the sequence of parameters $C_1^c < C_2^c < \cdots < C_M^c$. The smaller is parameter $C^c$, the smaller is the capacity of the set of models. Using the model selection methods from Section 5.1.4, one can find an appropriate bias-variance trade-off and select the optimal value of parameter $C^c$.

---


297 See Section 5.1.4.2.
5.2 Tracking portfolio selection using SV techniques

In this section we introduce the selection of tracking portfolios using SV techniques. First, we formulate SVR for index tracking, and then we show different ways of selecting the size of the insensitive region and the capacity of the set of tracking portfolio models for the SVR. After that, we develop the structural tracking error minimization approach. Finally, we describe further possible modifications of SVR for the index tracking problem.

5.2.1 SVR for index tracking

In Section 3.4 we formulated the requirements for the solution of the index tracking problem. By further analysing the traditional methods of index tracking empirically in Section 4.2 and Section 4.3, we found that those methods do not meet the defined requirements. In particular, first, the portfolios constructed have weak absolute and relative stability of tracking quality and, second, the tracking portfolio estimation is not resistant to slight changes in the data used for the estimation, which leads to the problem of overfitting. To overcome these problems, we formulate SVR to solve the index tracking problem.

Unlike other methods (e.g. MSE and MAD), SVR is based on the $\varepsilon$-insensitive loss function (see Figure 5.21). This function penalizes any deviations between the returns of the index and those of the tracking portfolios that are smaller than $-\varepsilon$ or larger than $\varepsilon$.

![Figure 5.21: Comparison of Different Measures of Tracking Quality](image)

The optimization problem, using the $\varepsilon$-insensitive loss function as an objective, for the index tracking problem has the following form:
minimize \( \sum_{t=1}^{T} (\xi_t + \xi_t^*) \)
subject to \( R_{I,t} - \sum_{i=1}^{N} w_i r_{i,t} - b \leq \varepsilon + \xi_t \)
\( \sum_{i=1}^{N} w_i r_{i,t} + b - R_{I,t} \leq \varepsilon + \xi_t^* \)
\( \xi_t, \xi_t^* \geq 0, t = 1, \ldots, T, \)

where \( R_{I,t} \) are the returns on the index, \( r_{i,t} \) are the returns on asset \( i \), \( w_i \) is the weight of asset \( i \) in the tracking portfolio, \( b \) is the shift between the index and the tracking portfolio, \( \varepsilon \) is the pre-selected size of the insensitive region, and \( \xi_t, \xi_t^* \) are the error slopes. Allowing optimization procedure to determine shift \( b \), we concentrate on the minimizing the variability of the tracking portfolio around the index. Additionally, there are two constraints on the portfolio weights, namely, the budget constraint and a prohibition on short selling:

\[ \sum_{i=1}^{N} w_i = 1 \]
\[ w_i \geq 0, i = 1, \ldots, N \]

To control the capacity of the set of admissible portfolios that is used by the optimization procedure, a constraint is also placed on the 2-norm:

\[ \frac{1}{2} \| S( w - w_0 ) \|_2^2 \leq C, \]

where the parameter \( C \) is a pre-selected constant, and the matrix \( S \) and vector \( w_0 \) define the preliminary structure of the tracking portfolio. We discuss possible structures in Section 5.2.3.

This formulation has two important properties. The first is that SVR is robust to outliers, since it is based on the \( \varepsilon \)-insensitive loss function. The second is that complexity is controlled for using the penalty parameter \( C \), which makes the solution of the SVR less sensitive to the data used for estimation, improving the robustness of the solution.

Before applying SVR to solving the index tracking problem, it is necessary to specify the parameters \( \varepsilon \) and \( C \), and the preliminary structure of the tracking portfolio, expressed by the matrix \( S \) and the vector \( w_0 \). Next, we discuss the different ways of parameterizing SVR.

---

298 See Section 3.3.1 for details.

299 See Section 5.1.3 for details.
5.2.2 Selecting the size of the insensitive region

There are two methods of selecting the size of the insensitive region. The first is based on the minimax approach, the second on \( \nu \)-SVR.

5.2.2.1 Minimax approach

The minimax approach (see Section 3.3.2) involves the minimization of the maximal deviation between the index and the tracking portfolio:

\[
\min_{w} \max_{t=1,\ldots,T} |R_{I,t} - R_{P,t} - b|
\]

subject to \( \sum_{i=1}^{N} w_i = 1, \)

where \( R_{P,t} = \sum_{i=1}^{N} w_i r_{i,t}. \)

This optimization problem can be rewritten in the following equivalent form, where the inequality constraints determine the maximal deviation between the index and the tracking portfolio:

\[
\min_{w,b,\theta} \theta \quad \text{subject to} \quad R_{I,t} - \sum_{i=1}^{N} w_i r_{i,t} - b \leq \theta \\
R_{I,t} - \sum_{i=1}^{N} w_i r_{i,t} - b \geq -\theta \\
\sum_{i=1}^{N} w_i = 1 \\
t = 1,\ldots,T. \tag{5.47}
\]

The solution \( \theta^* \) of this problem is the minimal value of the largest deviation between the index and the tracking portfolio. As a consequence, for all \( t = 1, \ldots, T \), the inequalities

\[-\theta^* \leq R_{I,t} - R_{P,t} - b \leq \theta^* \]

are satisfied.

Using the optimal value \( \theta^* \), it is possible, by relaxing the minimax approach, to formulate the SVR (see Figure 5.22).
To do this, we introduce a margin $\gamma$, which is less than or equal to $\theta^*$ (see right side of Figure 5.22). The optimal margin $\gamma$ can be found by using Proposition 5.1 from Section 5.1.6 to transform the SVR into a SVM. Hence, to solve the index tracking problem we need to solve the following classification problem in the form of a SVM:

$$
\begin{align*}
\text{minimize} & \quad \sum_{t=1}^{T} (\xi_t^c + \xi_{t}^{nc}) \\
\text{subject to} & \quad \sum_{i=1}^{N} w_i^c (R_{t,i} - r_{i,t} + \theta) - b^c \geq 1 - \xi_t^c \\
& \quad \sum_{i=1}^{N} w_i^c (R_{t,i} - r_{i,t} - \theta) - b^c \leq -1 + \xi_{t}^{nc} \\
& \quad \sum_{i=1}^{N} w_i^c \geq \frac{1}{\theta^*} \\
& \quad w_i^c \geq 0, i = 1, \ldots, N \\
& \quad \xi_t^c, \xi_{t}^{nc} \geq 0 \\
& \quad \frac{1}{2} \|S(w^c - w_0 \sum_{i=1}^{N} w_i^c)\|_2^2 \leq C^c \\
& \quad t = 1, \ldots, T.
\end{align*}
$$

The margin $\gamma$ is automatically determined by solving this optimization problem, and is given by $\gamma = \frac{1}{\sum_{i=1}^{N} w_i^c}$. The weights for the tracking portfolio are computed using the following expression:

$$
w_i = \frac{w_i^c}{\sum_{i=1}^{N} w_i^c}.
$$

The size of the insensitive region is given by
\[ \varepsilon = \theta^* - \gamma = \theta^* - \frac{1}{\sum_{i=1}^{N} w_i^f}. \]

### 5.2.2.2 \( \nu \)-SVR

An alternative method of determining the size of the insensitive region is to use \( \nu \)-SVR (see Section 5.1.3.2). The index tracking problem in this case is formulated as:

\[
\begin{align*}
\text{minimize} & \quad \nu \varepsilon + \frac{1}{T} \sum_{t=1}^{T} (\xi_t + \xi_t^*) \\
\text{subject to} & \quad R_{I,t} - \sum_{i=1}^{N} w_i r_{i,t} - b \leq \varepsilon + \xi_t \\
& \quad \sum_{i=1}^{N} w_i r_{i,t} + b - R_{I,t} \leq \varepsilon + \xi_t^* \\
& \quad \sum_{i=1}^{N} w_i = 1 \\
& \quad \frac{1}{2} ||S(w - w_0)||^2 \leq C \\
& \quad w_i \geq 0 \\
& \quad \xi_t, \xi_t^* \geq 0.
\end{align*}
\]

The parameter \( \nu \) is selected from the interval \([0, 1]\). This parameter specifies the percentage of support vectors that are data points that are allowed to be outside the insensitive region.

### 5.2.3 Preliminary informational structures for the tracking portfolio

To solve the optimization problem for the index tracking, and to choose the size of the insensitive region, it is first necessary to specify the preliminary structure of the tracking portfolio, which is determined by the matrix \( S \) and the vector \( w_0 \) according to constraint (5.46). There are various ways of doing this.

The constraint on the 2-norm defines an ellipsoid with its centre at the point \( w_0 \) in the space of portfolio weights (see left side of Figure 5.23).
The constant $C$ sets the size of the ellipsoid. The feasible region for the optimization problem, given the constraints on the weights (5.45), is an interval. The ellipsoidal constraint can take the special form of a spherical constraint when the matrix $S = I$ (i.e. an identity matrix, see right side of Figure 5.23).

The feasible region in 3-dimensional space is an ellipse when there is an ellipsoidal constraint and a sphere when there is a spherical constraint (see Figure 5.24). The ellipse or the sphere lies on the plane defined by the constraint $\sum_{i=1}^{N} w_i = 1$.

In spaces with more dimensions, the feasible region is a hypersphere under the spherical constraint and an ellipsoid under the ellipsoidal constraint. The budget constraint is represented by a hyperplane.

Using the constraint (5.46), we can formulate the different sources of information that determine the preliminary structure of the tracking portfolio. These sources are:

- an equal weighted portfolio
- the current tracking portfolio holdings
- the fundamentals of the company
- the market capitalization
- the sector structure
- the covariance structure
- mixed structures.

**Equal weighted portfolio**

If there is no additional information, a useful assumption is that all assets should contribute equally to the portfolio. Hence, it is possible to define a vector \( \mathbf{w}_0 \), where all components are equal to \( \frac{1}{N} \). This case corresponds to a naïve diversification of the portfolio. Hence, by controlling the constant \( C \), it is possible to control the distance of the tracking portfolio from the equal weighted portfolio. Matrix \( \mathbf{S} \) is an identity matrix in this case.

**Current tracking portfolio holdings**

The information about the current portfolio holdings, again included in the optimization problem using vector \( \mathbf{w}_0 \), can help to reduce the transaction costs, since the goal is to minimize the difference between the current portfolio and the new portfolio. Hence, by controlling constant \( C \) it is possible to keep the transaction costs within a particular budget. Matrix \( \mathbf{S} \) is again an identity matrix.

**Fundamentals of the company**

Incorporating the fundamentals of the company, for example, its book value, revenue, sales or dividends, reduces the sensitivity of the solution to the prices of the assets. This information can be encoded into the vector \( \mathbf{w}_0 \) in the same way as it is done in the fundamental indices, by weighting the components according to their fundamental values:

\[
w_{0,i} = \frac{F_{i,T}}{\sum_{j=1}^{N} F_{j,T}},
\]

where \( F_{i,T} \) is the value of the fundamental factor for company \( i \) at the end of the estimation period. Once again, matrix \( \mathbf{S} \) is an identity matrix.

**Market capitalization**

The market capitalization is another source of information that can be plugged into the problem using vector \( \mathbf{w}_0 \). The components of the vector in this case are calculated using the formula

\[
w_{0,i} = \frac{f_i S_{i,T}}{\sum_{j=1}^{N} f_j S_{j,T}}, \tag{5.50}
\]
where \( f_i \) is the free-float adjusted number of stocks (in company) \( i \) outstanding, and \( S_{i,T} \) is the price of stock \( i \) at the end of the estimation period. The free-float adjustment is an adjustment of the number of stocks outstanding, to include only those available on the market. Matrix \( S \) is an identity matrix again.

**Sector structure**

The sector structure of the tracking portfolio is specified by introducing new variables \( z_j, j = 1, \ldots, M \), defined as follows:

\[
z_j = \sum_{i=1}^{N} \delta_{i,j} w_i, j = 1, \ldots, M, \tag{5.51}
\]

where

\[
\delta_{i,j} = \begin{cases} 
1 & \text{if company } i \text{ belongs to sector } j, \\
0 & \text{otherwise}. 
\end{cases}
\]

The index structure is defined as

\[
z_{0,j} = \sum_{i=1}^{N} \delta_{i,j} w_{0,i}, j = 1, \ldots, M, \tag{5.52}
\]

where \( w_{0,i} \) is the weight of company \( i \) in the index. This weight could, for example, be based on market capitalization or fundamentals.

Using vectors \( z \) and \( z_0 \), we can define the constraint as

\[
\frac{1}{2} \| z - z_0 \|_2^2 \leq C. \tag{5.52}
\]

Hence, by adding constraints (5.51) and (5.52), we can include the sector structure in the optimization problem.

**Covariance structure**

It is possible to define the matrix \( S \) using the covariance matrix of the asset returns. This matrix can be decomposed using Cholesky decomposition as follows: \(^{300}\)

\(^{300}\) See Fabozzi et al. (2007, p. 315).
\( \Sigma = S' S. \) \((5.53)\)

We can extend all of the above cases by defining the matrix \( S \) in this way. As a consequence, we can reduce or increase the influence of particular weights on the solution of the optimization problem.

**Mixed structures**

It is also possible to combine the above-described structures and formulate an index tracking problem that incorporates different types of information.

### 5.2.4 Structural tracking error minimization (STEM)

The STEM approach that we define in this section is used to select the parameter \( C \), which controls the capacity of the set of admissible portfolios used in the optimization procedure.

The constraint in the general form (5.46) specifies a trade-off between the informational structures and the data used for the estimation. The more sure we are about the preliminary portfolio weights \( w_0 \), the lower our constant \( C \) should be. Using this constraint, it is possible to formulate the STEM approach. Defining a sequence of constants \( C \) as

\[
C_1 < C_2 < C_3 < \cdots < C_l,
\]

we determine the nested informational structure for the optimization problem (see Figure 5.25).

The smaller is the constant \( C \), the smaller is the number of possible combinations of portfolio weights. In other words, the capacity of the set of admissible portfolios becomes lower as we decrease the constant \( C \). In the extreme case, with \( C = 0 \), the set of admissible portfolios

![Figure 5.25: The Nested Structure for STEM](image-url)
reduces to just one, with $w = w_0$. The capacity of the set of admissible portfolios can be measured using the effective degrees of freedom (DoF) or by the effective VC dimension (see Section 5.1.4.4).

STEM approach is based on the SRM principle, which was introduced by Vapnik in statistical learning theory (see Section 5.1 and Section 5.1.4.2 for details). Using SRM principle one minimizes both the empirical error and the confidence interval, which depends on the capacity of the set of admissible portfolios. As it is proved by Lugosi and Zeger and described in Section 5.1.4.2, the solution of SRM method converges to the best possible solution with probability one. Hence, the learning using SRM approach is consistent.\(^\text{301}\)

The optimal constant $C$, which determines the optimal complexity for modelling the tracking portfolio, can be selected using analytic methods of model selection (see Section 5.1.4.3), based on the DoF and the VC dimension, or using resampling methods (see Section 5.1.4.5). The model selection process is described in Section 5.1.4.7.

### 5.2.5 Further modifications of the SVR

The SVR for the index tracking problem (equations (5.44), (5.45) and (5.46)) can be extended by using monotonic convex functions $F(\xi_t)$, $F^*(\xi_t^*)$ to penalize outliers:\(^\text{302}\)

\[
\begin{align*}
\text{minimize} & \quad \sum_{t=1}^{T} (F(\xi_t) + F^*(\xi_t^*)) \\
\text{subject to} & \quad R_{I,t} - \sum_{i=1}^{N} w_i r_{i,t} - b \leq \varepsilon + \xi_t \\
& \quad \sum_{i=1}^{N} w_i r_{i,t} + b - R_{I,t} \leq \varepsilon + \xi_t^* \quad \tag{5.54} \\
& \quad \sum_{i=1}^{N} w_i = 1 \\
& \quad \frac{1}{2}\|S(w - w_0)\|_2^2 \leq C \\
& \quad w_i \geq 0 \\
& \quad \xi_t, \xi_t^* \geq 0.
\end{align*}
\]

Before solving the index tracking problem (5.54), we need to select the functions $F(\xi_t)$, $F^*(\xi_t^*)$, the size of the insensitive region $\varepsilon$, the informational structure $S$, $w_0$, and the

\(^{301}\) In Section 5.1 we define the concept of the learning consistency.

trade-off parameter $C$. Then, using the general form (5.54), it is possible to implement different variants of optimized sampling.

For example, SVR is equivalent to MAD if the informational constraint is omitted and

\[
F(\xi_t) = \xi_t \\
F(\xi_t^*) = \xi_t^* \\
\varepsilon = 0 \\
b = 0.
\]

It is equivalent to MSE if the informational constraint is omitted and

\[
F(\xi_t) = \xi_t^2 \\
F(\xi_t^*) = \xi_t^{2*} \\
\varepsilon = 0 \\
b = 0.
\]

Moreover, the traditional methods can be extended further, into informational strategies, by using the informational structures from Section 5.2.3.

The traditional methods can be extended further by introducing the insensitive region, which is defined by the parameter $\varepsilon > 0$. For example, the minimization of MAD can be extended by an $\varepsilon$-insensitive loss function (see Figure 5.6), and the minimization of MSE can be extended by an $\varepsilon$-insensitive loss function with quadratic loss (see Figure 5.26).

Moreover, SVR can be used for the asymmetric case\(^{303}\), for example for penalizing only downside deviations of the tracking portfolio from the index (see Figure 5.27).

\[303\text{ See Smola (1998, p. 18).} \]
Figure 5.27: $\varepsilon$-Insensitive Loss Function with a Downside Loss

In this case, SVR is equivalent to MADD (mean absolute downside deviation)\textsuperscript{304} if the informational constraint is omitted and

\[
\begin{align*}
F(\xi_t) &= 0 \\
F(\xi_t^*) &= \xi_t^* \\
\varepsilon &= 0 \\
b &= 0.
\end{align*}
\]

Summarizing, the general form of SVR can be used to formulate different modifications of optimized sampling.

\textsuperscript{304} See Rudolf/Wolter/Zimmermann (1999, p. 88).
5.3 Comparison of STEM-based methods with other approaches

In this section we compare STEM-based methods of index tracking with other approaches to portfolio optimization and index tracking. This allows us to identify links of STEM with other methods.

5.3.1 Mean-variance portfolio optimization

The idea of solving the problem of portfolio optimization by adding a constraint on the 2-norm $\|w\|_2$ of portfolio weights is implicitly implemented in the Markowitz mean-variance framework. The optimization problem can be written as

$$\max_w \mu'w \quad \text{subject to} \quad 1'w = 1 \quad \frac{1}{2}w'\Sigma w \leq C,$$

(5.55)

where $\mu$ is the vector of expected returns and $\Sigma$ is the covariance matrix of returns.

Using the Cholesky decomposition, the constraint on the variance of the portfolio returns can be written as follows (see equation (5.53)):

$$\frac{1}{2}w'\Sigma w = \frac{1}{2}\|Sw\|_2^2 \leq C$$

Moreover, Markowitz and Todd\(^{306}\) use the mean-variance framework to solve the index tracking problem. The constraint on the portfolio variance is replaced by the TEV:

$$TEV = \frac{1}{2}(w - w_0)'\Sigma(w - w_0) = \frac{1}{2}\|S(w - w_0)\|_2^2 \leq C,$$

(5.56)

where the vector $w_0$ represents the weights in the benchmark. A constraint of this form limits the variance of the tracking portfolio around the index.

STEM-based methods of index tracking use the same form of constraint as (5.56) to include the required information in the optimization problem. However, it is possible to include different sources of information from Section 5.2.3.

---

305 See Markowitz (1952).
306 See Markowitz/Todd (1987, p. 50).
Moreover, STEM-based methods can be used not only for index tracking but also for portfolio optimization, using the same objective as in the optimization problem (5.55) and combining it with the different sources of information described in Section 5.2.3.

### 5.3.2 Generalized framework for portfolio optimization

The mean-variance approach is extended further by DeMiguel et al.\textsuperscript{307} They develop a generalized framework for portfolio optimization, with the focus on the performance in the investment period. They solve the following minimal-variance portfolio optimization problem:

\[
\begin{align*}
\text{minimize} & \quad w' \Sigma w \\
\text{subject to} & \quad 1' w = 1.
\end{align*}
\]

This problem is solved by placing additional constraints on the portfolio weights.\textsuperscript{308}

The first constraint is a 1-norm constraint (see Figure 5.28):

\[
\| w \|_1 \leq C,
\]

where \( \| w \|_1 = \sum_{i=1}^{N} |w_i| \).

![Figure 5.28: 1-Norm Constraint on the Portfolio Weights](image)

The second constraint is a 2-norm constraint:

---

\textsuperscript{307} See DeMiguel et al. (2009, p. 809).

\textsuperscript{308} See DeMiguel et al. (2009, pp. 802-804).
\[ \|w\|_2^2 \leq C, \]

where \( \|w\|_2^2 = \sum_{i=1}^{N} w_i^2 \).

The third constraint is an A-norm constraint:

\[ w'Aw \leq C, \]

where \( A \) is a matrix.

The generalized framework assumes that there is no additional information about the weights of the portfolio. It can be shown that, if \( 1'w = 1 \), then\(^{309}\)

\[ \|w - \frac{1}{N} 1\|_2^2 = \|w\|_2^2 - \frac{1}{N}. \]

As a result, by limiting the 2-norm of the portfolio weights, one can impose a limit on the distance from the equal weighted portfolio.

The parameter \( C \) is chosen using cross-validation.\(^{310}\) The empirical results in DeMiguel et al. (2009) demonstrate that, in the investment period, the norm-constrained portfolios have a higher Sharpe ratio than the other portfolios examined.

This approach can also be applied to solving the index tracking problem if, instead of minimizing the variance of the tracking portfolio in (5.57), we minimize one of the measures of tracking quality described in Section 3.3.

The comparison of this approach with STEM-based methods of index tracking indicates that the informational constraints for the STEM-based methods have a more general form, which includes this case as a special case when there is no information available about the weights. Moreover, there is a theoretical justification for the STEM-based methods provided by statistical learning theory in that, by constraining the norms of the portfolio weights, one controls the capacity of the set of admissible portfolios, which leads to robust tracking portfolio estimation.

\(^{309}\) See DeMiguel et al. (2009, p. 803).

\(^{310}\) See DeMiguel et al. (2009, p. 805).
5.3.3 Portfolio optimization with a chance constraint

The next approach extends the mean-variance approach and handles the estimation error in the vector of expected returns $\mu$ with covariance matrix $\Sigma$ (see Figure 5.29). This vector is itself a random vector. This means that estimating it using different datasets gives different results. One assumes that this vector is normally distributed with mean $\bar{\mu}$. One assumes further that the random vector of estimation errors is also normally distributed with zero mean and covariance matrix $\tau \Sigma$, which is proportional to $\Sigma$, where the scalar $\tau$ satisfies $0 \leq \tau \leq 1$. Then, the vector $\mu$ follows a multivariate normal distribution with mean $\bar{\mu}$ and covariance matrix $\tau \Sigma$.\footnote{See Black/Litterman (1992).}

$$ \Pr(\mu'w \leq \alpha) \leq \beta, $$

(5.58)

where $\beta$ is the probability that the portfolio returns are smaller than the level $\alpha$. Portfolio optimization with a chance constraint can then be formulated as

$$ \begin{align*}
\text{maximize} & \quad \bar{\mu}'w \\
\text{subject to} & \quad 1'w = 1 \quad \Pr(\mu'w \leq \alpha) \leq \beta.
\end{align*} $$

(5.59)

\footnote{See Lobo et al. (1998, p. 214).}
The chance constraint (5.58) can be reformulated as a second-order cone programming (SOCP) constraint:

\[ \mu'w + \Phi^{-1}(\beta)\|\sqrt{\tau}S\|_2 \geq \alpha, \]

where \( \Phi(x) \) is the cumulative distribution function of the standard normal distribution and \( S \) is the square root of the covariance matrix \( \Sigma \), which can be computed using the Cholesky decomposition. The constraint is convex if \( \beta \leq 0.5 \). In this case, \( \Phi^{-1}(\beta) \leq 0 \).

As a result, the SOCP constraint can be rewritten as

\[ \|\sqrt{\tau}S\|_2 \leq \frac{\alpha - \mu'w}{\Phi^{-1}(\beta)}, \]

This inequality is feasible only if \( \alpha - \mu'w \leq 0 \), since \( \Phi^{-1}(\beta) \leq 0 \). In this case, the right hand side of the inequality is greater than or equal to zero. Squaring the two parts of the inequality gives

\[ w'\Sigma w \leq \frac{1}{\tau} \left( \frac{\alpha - \mu'w}{\Phi^{-1}(\beta)} \right)^2, \]

\[ \mu'w \geq \alpha \]

Analysing the reformulated SOCP constraint, we can see that we have limited the variance of the portfolio. When combined with the objective of maximizing \( \mu'w \), the robust optimization problem and the Markowitz problem are equivalent.

The optimization problem (5.59) can be used to solve the index tracking problem if the chance constraint is rewritten as

\[ Pr(\mu'(w - w_0) \leq \alpha) \leq \beta, \]

(5.60)

where the vector \( w_0 \) represents the weights in the benchmark. This constraint means that the probability that the difference between the expected returns of the tracking portfolio and those of the benchmark is lower than \( \alpha \) is less than \( \beta \).

The constraint (5.60) can be written as the SOCP constraint

314 The equivalence to the Markowitz approach has also been observed by Ben-Tal/Nemirovski (1999).
\[
\|\sqrt{\tau}S(w - w_0)\|_2 \leq \frac{\alpha - \bar{\mu}'(w - w_0)}{\Phi^{-1}(\beta)}.
\]

In this form the constraint on the 2-norm of the portfolio weights limits the estimation error. As a consequence, STEM-based methods of solving the index tracking problem by limiting the norm of the portfolio weights also reduce the estimation error.

### 5.3.4 Conditional value-at-risk

CVAR, which was described in Section 3.3.3, is very similar to $\nu$-SVR, which was described in Section 5.2.2.2. Comparing the problem for CVAR (3.7) with that for $\nu$-SVR (5.49), one can see that both would have the same objective function if that in the CVAR problem was multiplied by $1 - \alpha > 0$ and the expression $(1 - \alpha)$ was then replaced with $\nu$.\footnote{The same result can be found in Takeda/Gotoh/Sugiyama (2011).}

The only difference is that when $\nu$-SVR is used for index tracking it has an informational constraint, which allows the user to control the capacity of the set of admissible portfolios. Hence, $\nu$-SVR can be seen as a robust form of CVAR. An analysis of CVAR with the chance constraint from Section 5.3.3 included can be found in Zhu et al.\footnote{See Zhu/Coleman/Li (2009, p. 64).}

### 5.3.5 Box constraints

Information can be incorporated into the optimization problem, not only using ellipsoidal constraints as in the STEM-based methods, but also using box constraints.

These constraints take the form

\[
w_i^d \leq w_i \leq w_i^u, \quad i = 1, \ldots, N.
\]  

(5.61)

They ensure that the stock weights remain between a lower and an upper level. For example, if an investor holds a portfolio with weights $w_0$, and does not want to move too far away from this portfolio, then the upper and lower limits can be defined as

\[
w_i^d = w_{0,i} - c, \quad w_i^u = w_{0,i} + c, \quad i = 1, \ldots, N,
\]

where $c > 0$ is the maximal permitted distance from the original weights.
The most commonly used constraints ensure the prohibition of short selling:

\[ w_i \geq 0, \ i = 1, \ldots, N. \]

These constraints are a special case of the constraints from (5.61). The 1-norm constraint (see Figure 5.28) also belongs to the box constraints category. Moreover, it is possible to formulate robust portfolio optimization using box constraints.\(^{317}\)

We now illustrate the constraints (5.61) geometrically. First, consider a portfolio consisting of two stocks. The feasible region for the optimization problem is a line in two-dimensional space (see left side of Figure 5.30). For a portfolio consisting of three stocks, the feasible region is a polygon (see right side of Figure 5.30). In a space with more dimensions, the region would be a polytope.

It is well known that adding box constraints reduces the estimation error and improves the robustness of the resulting portfolios.\(^{318}\) However, there is no explanation for this empirical fact. We have developed the STEM-based methods, in which we also add constraints on the weights of the assets in the tracking portfolio. In this case, adding the constraints can be justified using statistical learning theory. Namely, adding the constraints reduces the capacity of the set of admissible tracking portfolios; as a result, it is possible to find a bias-variance trade-off and, as a consequence of that, reduce the test error.

---


5.4 Empirical analysis of STEM

In this section, the empirical analysis of the STEM approach is carried out. First, we test the resistance of the tracking portfolio estimation, achieved using STEM-based methods, to different training sets. Second, we demonstrate the application of the methods of selecting the model of optimal complexity. Third, we analyse the absolute and relative stability of the tracking quality of tracking portfolios estimated using STEM-based methods.

5.4.1 Resistance of tracking portfolio estimation using STEM

5.4.1.1 Research method

This section complements the results from Section 4.3, in which we tested the resistance of tracking portfolio estimation to different training sets, using traditional methods of sampling. Here, we analyse eight different methods of sampling using STEM, as displayed in Table 5.1.

<table>
<thead>
<tr>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM_EW</td>
<td>CVAR_EW</td>
<td>CVAR2_EW</td>
</tr>
<tr>
<td>SVM_CW</td>
<td>CVAR_CW</td>
<td>CVAR2_CW</td>
</tr>
<tr>
<td></td>
<td>MSE_EW</td>
<td>MSE_CW</td>
</tr>
</tbody>
</table>

Table 5.1: STEM-Based Methods of Optimized Sampling

The first group of methods is that developed in Section 5.2.2.1, namely, optimization problem (5.48). It is a relaxation of a minimax approach and is based on SVM. Two variants of this method are considered, one using an equal weighted portfolio (EW) and the other a capital weighted portfolio (CW) as the structure. In the first variant, the weights vector \( w_0 \) is the vector \( (1/N, \ldots, 1/N) \). In the second variant, \( w_0 \) consists of capital weights, which are calculated using (5.50). For both structures, the matrix \( S \) is the identity matrix. In applying this method, initially the MAXD problem (5.47) is solved to determine the parameter \( \theta^* \), which is then used to convert SVR to SVM (5.48) using Proposition 5.1.

The second group of methods is \( \nu \)-SVR, which is described in Section 5.2.2.2. For this method it is necessary to pre-select the value of the parameter \( \nu \). We select two values for this parameter: \( \nu = 0.05 \) and \( \nu = 0.5 \). The parameter \( \nu = 0.05 \) indicates that we control the largest 5% of deviations from the index.\(^{319}\) Using this parameter in the objective means that the method only pays attention to these largest deviations of the tracking portfolio returns from the index returns. Using the parameter \( \nu = 0.5 \) ensures that we control half of the deviations (the largest ones), which provides a robust trade-off between approximation and approximation.

\(^{319}\) See Rockafellar/Uryasev (2002, p. 1463). To obtain their empirical results, they use \( \nu = 0.1 \).
robustness.\textsuperscript{320} We call the method using $\nu = 0.05$ CVAR and that where $\nu = 0.5$ CVAR2. As above, we use two structures for each method: EW and CW.

The third group of methods is MSE. This is the most popular optimization objective in sampling. We combine the minimization of MSE with the EW and CW structures, in the form of constraint (5.46), to analyse whether the STEM approach is able to improve the resistance of the tracking portfolio estimation to modifications of the training set.

All of the above methods use a tracking error with constant term $b$, where $b$ is the constant difference between the returns of the index and those of the tracking portfolio (see Section 3.3.1 for details). Allowing optimization procedure to determine shift $b$, we concentrate on the minimizing the variability of the tracking portfolio around the index.

For all the experiments in this section, we select 120 assets for the tracking portfolio for each period, using the stratified sampling procedure described in Section 4.3. To test the resistance of the tracking portfolio estimation, we use the same experiment design as in Section 4.3.1, Figure 4.8. We generate 1,000 training sets for each time period, and test the resistance of the estimations as we vary parameter $C$ in the 2-norm constraint (5.46), which determines the structure for STEM. The values of parameter $C$ are taken from the following, exponentially growing sequence: \textsuperscript{321}

$$C \in [2^{-20}, 2^{-19}, \ldots, 2^{-1}].$$

(5.62)

As a result, we can analyse the influence of parameter $C$ on the tracking portfolio estimation.

### 5.4.1.2 Empirical results

First we analyse whether the STEM approach is able to improve the resistance of the tracking portfolio estimation. The tracking portfolios are computed using the eight methods described above (see Table 5.1), for 1,000 modifications of the estimation set (see Figure 4.8 for details), for every value of the penalty parameter $C$, and for five time periods. In the estimation period, the tracking quality is measured by percentage RMSE. In the investment period, the tracking quality is measured by percentage ETQ. The results for the MSE method using the CW structure, for Period 5, are presented in Table 5.2.


\textsuperscript{321} Hsu/Chang/Lin (2009, p. 5) recommend the use of the exponentially growing sequence.
Estimation, RMSE% | Investment, ETQ%
---|---
| MSE_CW | MSE_CW |
| Med | IQR | Min | Max | Med | IQR | Min | Max |
2<sup>-1</sup> | 0.1842 | 0.0145 | 0.1498 | 0.2126 | 4.2697 | 0.9289 | 2.3461 | 6.6340 |
2<sup>-1</sup> | 0.1842 | 0.0145 | 0.1498 | 0.2126 | 4.2699 | 0.9291 | 2.3462 | 6.6340 |
2<sup>-3</sup> | 0.1842 | 0.0145 | 0.1498 | 0.2126 | 4.2700 | 0.9292 | 2.3462 | 6.6340 |
2<sup>-4</sup> | 0.1842 | 0.0145 | 0.1498 | 0.2126 | 4.2697 | 0.9285 | 2.3458 | 6.6342 |
2<sup>-5</sup> | 0.1842 | 0.0145 | 0.1498 | 0.2126 | 4.2697 | 0.9285 | 2.3458 | 6.6342 |
2<sup>-1</sup> | 0.1843 | 0.0145 | 0.1498 | 0.2126 | 4.2700 | 0.9285 | 2.3458 | 6.6342 |
2<sup>-7</sup> | 0.1914 | 0.0165 | 0.1549 | 0.2197 | 3.8664 | 0.7449 | 2.2684 | 5.5076 |
2<sup>-8</sup> | 0.2156 | 0.0179 | 0.1728 | 0.2424 | 3.1815 | 0.5926 | 1.7116 | 4.5397 |
2<sup>-10</sup> | 0.2975 | 0.0182 | 0.2463 | 0.3267 | 1.0135 | 0.3344 | 0.2487 | 1.7481 |
2<sup>-11</sup> | 0.3481 | 0.0184 | 0.2939 | 0.3791 | 0.3889 | 0.1315 | 0.2546 | 0.9053 |
2<sup>-12</sup> | 0.3983 | 0.0188 | 0.3368 | 0.4300 | 1.4635 | 0.1356 | 1.1615 | 1.7895 |
2<sup>-13</sup> | 0.4416 | 0.0199 | 0.3734 | 0.4776 | 2.3682 | 0.0930 | 2.1636 | 2.5647 |
2<sup>-14</sup> | 0.4768 | 0.0205 | 0.4033 | 0.5159 | 3.0420 | 0.0631 | 2.9008 | 3.1789 |
2<sup>-15</sup> | 0.5038 | 0.0215 | 0.4266 | 0.5453 | 3.5530 | 0.0440 | 3.4368 | 3.6316 |
2<sup>-16</sup> | 0.5241 | 0.0220 | 0.4443 | 0.5674 | 3.8826 | 0.0308 | 3.8155 | 3.9536 |
2<sup>-17</sup> | 0.5389 | 0.0226 | 0.4574 | 0.5836 | 4.1296 | 0.0214 | 4.0825 | 4.1799 |
2<sup>-18</sup> | 0.5498 | 0.0229 | 0.4669 | 0.5953 | 4.3080 | 0.0148 | 4.2741 | 4.3432 |
2<sup>-19</sup> | 0.5577 | 0.0232 | 0.4738 | 0.6037 | 4.4350 | 0.0104 | 4.4102 | 4.4601 |
2<sup>-20</sup> | 0.5634 | 0.0234 | 0.4788 | 0.6097 | 4.5240 | 0.0072 | 4.5062 | 4.5421 |

Table 5.2: Reduction in the Variability of the Tracking Portfolio Estimation in the Investment Period, with Decreasing C (Period 5)

In the estimation period, by reducing the value of parameter $C$, we reduce the quality of the approximation of the index by the tracking portfolios. This is indicated by the median tracking quality (Med). Moreover, the variability of the tracking quality, which is expressed by the IQR, increases as we decrease the value of parameter $C$.

In the investment period, we see a different picture. The variability of the tracking quality decreases as parameter $C$ decreases and, at the same time, the median tracking quality initially improves and only later starts to decline. Hence, it is possible to improve the resistance of the tracking portfolio estimation by reducing the value of parameter $C$, which limits the capacity of the set of models. Additionally, it is possible to find the optimal value of parameter $C$, so as to produce the best possible tracking quality in the investment period. Similar results are obtained for the other periods and other methods.

Further comparisons of the results in the estimation and investment periods show that the smallest value of the measure of tracking quality in the estimation period does not correspond to the best tracking quality in the investment period. Hence, it is not enough to analyse the tracking quality in the estimation period in order to select parameter $C$ optimally. In Section 5.4.2 we use model selection methods for this purpose.

To analyse the potential of the STEM approach in comparison to the traditional methods, we report the minimal values of the median tracking qualities in the investment period by varying parameter $C$, for all methods, in Table 5.3. The results for the traditional methods that do not use STEM (CVAR, CVAR2, and MSE) are shown for reference.
The results in Table 5.3 suggest that the STEM-based methods are able to produce better tracking quality than the traditional methods (for each period, the lowest median tracking quality among the eight STEM methods is marked with grey). This is especially noticeable when comparing the tracking qualities for the turbulent Period 5, where the problem of overfitting is particularly acute. The median tracking quality of the SVM_CW method in period 5 is approximately ten times better than the median tracking quality of the traditional methods (CVAR, CVAR2, and MSE).

5.4.1.3 Conclusion

We apply the STEM approach to one combination of assets for each period, selected using stratification techniques. Our analysis supports the hypothesis that, by controlling the capacity of the set of models, it is possible to improve the tracking quality in the investment period, and the resistance of the tracking portfolio estimation to modifications of the training set.

5.4.2 Selecting the model of optimal complexity

5.4.2.1 Research method

In Section 5.4.1, we show that, with an appropriate choice of parameter $C$ in the 2-norm constraint on the portfolio weights (5.46), it is possible to improve the tracking quality in the investment period and reduce the dependence of the tracking portfolio estimation on the training set. The open question then is how to select this penalty parameter $C$ optimally. The answer to this question involves the model selection process that was described in Section 5.1.4.7.

We use the model selection process to find parameter $C$ from the range\(^{322}\)

$$C \in [0, 2^{-16}, 2^{-15}, \ldots, 2^{-6}, 2^{-5}, \infty].$$

---

\(^{322}\) For the SVM method we use the constant $C_c = \frac{C}{(\mu \sigma)^2}$, since $C_c = C(\sum_{i=1}^{N} w_i^2)^2 \geq \frac{C}{(\mu \sigma)^2}$ (see SVM (5.48)).
This range is a reduced version of the initial range (5.62). These values were selected based on the experiments presented in Section 5.4.1.

Two types of model selection methods can be used in the model selection process (for selecting penalty parameter $C$): analytic and resampling. Below, we illustrate their usage and features.

**Analytic model selection methods**

In Section 5.1.4.3 we described five analytic methods of model selection:

- final prediction error (FPE) (equation (5.32));
- general cross validation (GCV) (equation (5.33));
- Schwarz criterion (SC) (equation (5.34));
- Shibata’s model selector (SMS) (equation (5.35));
- Vapnik measure (VM) (equation (5.36)).

Analytic methods use a measure of the complexity of the set of models to estimate the test error. There are two measures of complexity: degrees of freedom (DoF) $d$ and the VC dimension $h$. These two complexity measures can be estimated using the data in the estimation period (see Section 5.1.4.4):

- The DoF $d$ is estimated using the algorithm described in Section 5.1.4.4.1. We set the number of perturbations $M$ of the index returns in the training set to be equal to 30. The perturbations are generated from the normal distribution with mean zero and standard deviation equal to $\sigma = 0.6\sigma$, where $\sigma$ is an estimation of the standard deviation of the index returns, based on the training set. The DoF $d$ is then estimated using these perturbations.

- The VC dimension $h$ is estimated using the procedure described in Section 5.1.4.4.2. For this procedure we randomly select $K = 50$ data samples, which are used for the estimation of VC dimension $h$. These 50 data samples have sizes equal to $s_k = T, T/2, T/3, T/4, T/5$, where $T$ is the size of the whole training set. For every size we generate 10 different data sets. Using these samples we estimate 50 variables $d_k$ (equation (5.38)), which characterize the flexibility of the model set. These values are fitted by the function $\Phi(s_k/h)$ (see equation (5.39)) for every value of VC dimension $h = 1, \ldots, N + 1$. It is enough to fit the function $\Phi(s_k/h)$ for these values of $h$, since the maximal VC dimension for linear models is equal to $N + 1$. As a result, the VC dimension is equal to $h^*$, which delivers the smallest fitting error.
The DoF $d$ is then used in the FPE, GCV, SC and SMS model selection methods, and the VC dimension $h$ is used in the VM method.

To demonstrate the use of analytic methods of model selection, we select the SVM_CW method (see Table 5.4). We use the data from period 1 for the S&P1500 index (see Section 4.1.1 for details). We estimate the weights for one combination of assets, which are selected by the stratification procedure (see Section 4.3.1 for details), for different values of constant $C$.

<table>
<thead>
<tr>
<th>SVM_CW</th>
<th>$C$</th>
<th>Emp. err., RMSE%</th>
<th>$d$</th>
<th>$h$</th>
<th>$T$</th>
<th>Correction factor</th>
<th>Estimation of test error, RMSE%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>FPE</td>
</tr>
<tr>
<td>CW</td>
<td>0</td>
<td>0.2068</td>
<td>1</td>
<td>1</td>
<td>261</td>
<td>1.00 1.00 1.01 1.00 1.11</td>
<td>0.2068 0.2068 0.2089 0.2068 0.2296</td>
</tr>
<tr>
<td></td>
<td>2-10</td>
<td>0.1914</td>
<td>2</td>
<td>2</td>
<td>261</td>
<td>1.01 1.01 1.02 1.01 1.14</td>
<td>0.1933 0.1933 0.1952 0.1933 0.2182</td>
</tr>
<tr>
<td></td>
<td>2-12</td>
<td>0.1854</td>
<td>2</td>
<td>1</td>
<td>261</td>
<td>1.01 1.01 1.02 1.01 1.11</td>
<td>0.1873 0.1873 0.1891 0.1873 0.2058</td>
</tr>
<tr>
<td></td>
<td>2-14</td>
<td>0.1772</td>
<td>3</td>
<td>4</td>
<td>261</td>
<td>1.01 1.01 1.03 1.01 1.20</td>
<td>0.1790 0.1790 0.1826 0.1790 0.2127</td>
</tr>
<tr>
<td></td>
<td>2-16</td>
<td>0.1672</td>
<td>4</td>
<td>6</td>
<td>261</td>
<td>1.02 1.02 1.04 1.02 1.24</td>
<td>0.1705 0.1705 0.1739 0.1705 0.2073</td>
</tr>
<tr>
<td></td>
<td>2-18</td>
<td>0.1548</td>
<td>6</td>
<td>3</td>
<td>261</td>
<td>1.02 1.02 1.06 1.02 1.17</td>
<td>0.1579 0.1579 0.1641 0.1579 0.1811</td>
</tr>
<tr>
<td></td>
<td>2-20</td>
<td>0.1395</td>
<td>10</td>
<td>7</td>
<td>261</td>
<td>1.04 1.04 1.11 1.04 1.26</td>
<td>0.1450 0.1450 0.1548 0.1450 0.1757</td>
</tr>
<tr>
<td></td>
<td>2-10</td>
<td>0.1223</td>
<td>14</td>
<td>9</td>
<td>261</td>
<td>1.06 1.06 1.15 1.05 1.29</td>
<td>0.1296 0.1296 0.1406 0.1284 0.1577</td>
</tr>
<tr>
<td>2-3</td>
<td>0.1073</td>
<td>20</td>
<td>10</td>
<td>261</td>
<td>1.08 1.08 1.21 1.07 1.31</td>
<td>0.1159 0.1159 0.1298 0.1148 0.1405</td>
<td>0.06040</td>
</tr>
<tr>
<td>2-5</td>
<td>0.0977</td>
<td>26</td>
<td>21</td>
<td>261</td>
<td>1.11 1.11 1.27 1.10 1.46</td>
<td>0.1085 0.1085 0.1241 0.1075 0.1447</td>
<td>0.07705</td>
</tr>
<tr>
<td>2-7</td>
<td>0.0814</td>
<td>35</td>
<td>24</td>
<td>261</td>
<td>1.14 1.15 1.36 1.13 1.52</td>
<td>0.1042 0.1051 0.1243 0.1032 0.1389</td>
<td>0.08950</td>
</tr>
<tr>
<td>2-9</td>
<td>0.0666</td>
<td>42</td>
<td>35</td>
<td>261</td>
<td>1.18 1.19 1.44 1.15 1.68</td>
<td>0.1022 0.1031 0.1248 0.0996 0.1455</td>
<td>0.10172</td>
</tr>
<tr>
<td>2-11</td>
<td>0.0684</td>
<td>42</td>
<td>36</td>
<td>261</td>
<td>1.18 1.19 1.44 1.15 1.69</td>
<td>0.1020 0.1029 0.1245 0.0994 0.1461</td>
<td>0.10869</td>
</tr>
<tr>
<td>MAXD</td>
<td>∞</td>
<td>0.0943</td>
<td>46</td>
<td>35</td>
<td>261</td>
<td>1.19 1.21 1.48 1.16 1.68</td>
<td>0.1123 0.1141 0.1396 0.1094 0.1585</td>
</tr>
</tbody>
</table>

Table 5.4: Analytic Model Selection Methods for the SVM_CW Method (Period 1)

In the first column in Table 5.4 we report the penalty parameter $C$, which is used in the optimization problem (5.48) for the SVM_CW method. Using the returns in the training set we calculate the empirical error for each parameter $C$. As expected, the empirical error reduces as we increase the parameter $C$. It is possible to select parameter $C$ so that the empirical error is the smallest but this can cause overfitting, since the values of the estimated capacity measures of the set of admissible portfolios (DoF $d$ and VC dimension $h$) will be maximized. Therefore, it is necessary to adjust the empirical error using the correction factor, which is based on the capacity of the set of admissible portfolios and on the size of the training sample $T$.

The different analytic methods compute this correction factor differently (see equations (5.32) to (5.36)). We report the correction factors for each method and each constant $C$ in the next panel of columns in Table 5.4. Then we compute the estimated test error as a product of the empirical error and the correction factor. For example, for method FPE and parameter $C = 2^{-5}$, the empirical error is equal to 0.0864 and the correction factor is equal to 1.18. The estimated test error is therefore equal to $0.0864\times1.18=0.1020$. Hence, the resulting estimation of the test error is based on two factors, the empirical error and the correction factor, which depends on the size of the training set and the capacity of the set of admissible portfolios. Using this estimation of the test error, it is possible to select the optimal value of the parameter $C$. For example, the FPE, GCV, and SMS methods indicate that a value of $C = 2^{-5}$
should be chosen, since the estimation of the test error is the smallest in this case. Meanwhile, the SC method indicates $C = 2^{-8}$, and the VM method $C = 2^{-7}$.

Additionally, the results in Table 5.4 demonstrate the operation of the SVM_CW method. If parameter $C = 0$, the SVM_CW method is equivalent to the CW method; if $C = \infty$, it is equivalent to the MAXD method. Using a value of $C$ between these two extremes provides a trade-off between the CW and MAXD portfolios. This can also be seen by analysing the distance $\|w - w_0\|_2$ from the capitalization weighted portfolio. The smaller is the parameter $C$, the smaller is the distance between the estimated tracking portfolio weights and the capitalization weights.

Moreover, the SVM_CW method automatically adjusts the insensitive region, expressed by the parameter $\varepsilon$, in the $\varepsilon$-insensitive loss function. By increasing penalty parameter $C$ the insensitive region increases to compensate for the higher penalization of errors.

**Resampling model selection methods**

The alternative group of model selection methods is the resampling methods, of which there are two kinds: hold out (HO) and cross-validation (CV) (see Section 5.1.4.5).

We use different parameterizations for the hold out method. In this method, the estimation period of length twelve months is divided into two parts. The first part is used for model estimation, the second to compute the expected test error. Recent asset returns and index returns fall into the second part. We divide the initial estimation period into two parts in different ways as follows: 8+4 months (HO8.4 method), 9+3 months (HO9.3 method), 10+2 months (HO10.2 method), 11+1 months (HO11.1 method). As a consequence, we end up with four variants of the hold out method.

For the cross-validation method, we have to select the number of folds, and we choose to set this equal to four (CV.4FOLD method). As a consequence, the size of each fold is three months.

To illustrate the use of resampling methods, we apply them to selecting parameter $C$ for the SVM_CW method as before. The results are displayed in Table 5.5.
Parameter $C$ is chosen so as to minimize the estimated expected test error. Hence, the HO8.4 and HO9.3 methods result in $C = \infty$, HO10.2 gives $C = 2^{-6}$, HO11.1 gives $C = 2^{-9}$, and using CV.4FOLD produces $C = 2^{-7}$. It can be observed here that the value of parameter $C$ with the lowest empirical error is not selected by any of the resampling methods. This indicates that the model complexity, which depends on the penalty parameter $C$, contributes towards achieving a better generalizability of the data.

Next we analyse whether STEM-based methods combined with model selection methods (analytic and resampling methods) are able to produce better tracking quality than traditional methods. We make no general conclusion here, but simply investigate the application of the model selection methods. For this, we use the S&P 1500 index with the same time periods as we used earlier (see Section 4.1.1). For each period, we select 120 assets for the tracking portfolios using a stratification procedure (see Section 4.3.1). Then, we choose the parameter $C$ for each of the methods in Table 5.1, using analytic and resampling model selection methods. This results in five combinations of the assets in the tracking portfolios, one per period. After this, we compare the results of the STEM-based methods with the results of the traditional methods.

### 5.4.2.2 Empirical results

To compare the two sets of methods, we start by reporting the tracking qualities for the traditional methods in Table 5.6. There are two heuristic weighting methods, equal weighted (EW) and capitalization weighted (CW) and five optimization methods, with objectives MAXD, CVAR, CVAR2, MSE and MSE (b) (see Section 3.3). Each method is used to select the weights for the one combination of assets per period, which is constructed using the stratification method. As a result, there is one tracking portfolio for each period and each method. For each period, the lowest tracking quality out of all the methods is marked as grey. These results serve as benchmarks for the STEM-based methods.
Table 5.6: Tracking Quality in the Estimation and Investment Periods (Traditional Methods)

Next, we generate the tracking portfolios using STEM-based methods. The results for the estimation period are reported in Table 5.7. We report the parameter $C$ selected by each model selection method. Where no value of $C$ is reported, $C = \infty$.

<table>
<thead>
<tr>
<th>SVM_EW</th>
<th>SVM_CW</th>
<th>CVAR_EW</th>
<th>CVAR_CW</th>
<th>CVAR2_EW</th>
<th>CVAR2_CW</th>
<th>SVM_EW</th>
<th>SVM_CW</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE%</td>
<td>RMSE%</td>
<td>RMSE%</td>
<td>RMSE%</td>
<td>RMSE%</td>
<td>RMSE%</td>
<td>RMSE%</td>
<td>RMSE%</td>
</tr>
</tbody>
</table>

Table 5.7: Tracking Qualities in the Estimation Period (STEM)
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A comparison of the tracking qualities of the STEM-based methods (see Table 5.7) with those of the traditional methods (see Table 5.6) indicates that the traditional methods have better tracking quality in the estimation period in most cases.

Next, we report the results for the investment period, in Table 5.8.

To compare the results in Table 5.6 with the results in Table 5.8, we report the median, minimal and maximal ETQs across the five time periods for each of the traditional methods (see Table 5.9, top panel). For example, for the MSE (b) method, the ETQs in the five time periods were [2.4631, 0.4409, 0.4583, 1.7405, 4.0100]. In the table below, we report the median (1.7405), the minimum (0.4409), and the maximum (4.0100). We report the corresponding values for each of the STEM-based methods in the remaining panels of Table 5.9.
Table 5.9: Aggregated Statistics for Traditional and STEM-Based Methods in the Investment Period (ETQ)

<table>
<thead>
<tr>
<th>Method</th>
<th>SVM_EW, ETQ%</th>
<th>SVM_CW, ETQ%</th>
<th>CVAR_EW, ETQ%</th>
<th>CVAR_CW, ETQ%</th>
<th>CVAR2_EW, ETQ%</th>
<th>CVAR2_CW, ETQ%</th>
<th>SVM_EW, ETQ%</th>
<th>SVM_CW, ETQ%</th>
<th>CVAR_EW, ETQ%</th>
<th>CVAR_CW, ETQ%</th>
<th>CVAR2_EW, ETQ%</th>
<th>CVAR2_CW, ETQ%</th>
</tr>
</thead>
<tbody>
<tr>
<td>FPE</td>
<td>0.563 0.350 5.028</td>
<td>0.5332 0.3843 5.028</td>
<td>0.5576 0.3164 4.217</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GCV</td>
<td>0.563 0.350 5.028</td>
<td>0.5332 0.3843 5.028</td>
<td>0.5576 0.3164 4.217</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>0.563 0.350 5.028</td>
<td>0.5963 0.3928 5.028</td>
<td>0.5576 0.3164 4.217</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMS</td>
<td>0.563 0.350 5.028</td>
<td>0.5332 0.3864 5.028</td>
<td>0.5576 0.3164 4.217</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VM</td>
<td>0.456 0.350 5.028</td>
<td>0.5332 0.3864 5.028</td>
<td>0.5576 0.3164 4.217</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td>0.6275 0.2201 4.073</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO8.4</td>
<td>0.4116 0.2279 4.843</td>
<td>0.6017 0.2279 1.4912</td>
<td>0.6020 0.2791 3.2521</td>
<td>0.6020 0.2791 3.2521</td>
<td>0.6020 0.2791 3.2521</td>
<td>0.6020 0.2791 3.2521</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO9.3</td>
<td>0.7055 0.2279 5.028</td>
<td>0.6017 0.2279 0.9191</td>
<td>0.7005 0.2610 4.0733</td>
<td>0.7005 0.2610 4.0733</td>
<td>0.7005 0.2610 4.0733</td>
<td>0.7005 0.2610 4.0733</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO10.2</td>
<td>0.9309 0.2279 5.028</td>
<td>0.5477 0.2279 0.9328</td>
<td>0.4462 0.2791 3.7511</td>
<td>0.4462 0.2791 3.7511</td>
<td>0.4462 0.2791 3.7511</td>
<td>0.4462 0.2791 3.7511</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO11.1</td>
<td>0.9309 0.2279 5.028</td>
<td>0.5535 0.3654 0.9191</td>
<td>0.4692 0.3074 4.0733</td>
<td>0.4692 0.3074 4.0733</td>
<td>0.4692 0.3074 4.0733</td>
<td>0.4692 0.3074 4.0733</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CV.4FO</td>
<td>0.4116 0.1776 4.116</td>
<td>0.5332 0.3247 1.9125</td>
<td>0.6371 0.1446 4.2174</td>
<td>0.4692 0.3074 4.0733</td>
<td>0.4692 0.3074 4.0733</td>
<td>0.4692 0.3074 4.0733</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results in Table 5.9 indicate that, by using STEM-based methods, it is possible to improve the tracking quality in the investment period in comparison to traditional methods (the minimal Med, Min and Max values among all methods are highlighted).

### 5.4.2.3 Conclusion

The results in this section indicate that STEM-based methods, in conjunction with the model selection methods, are able to improve the tracking quality in the investment period in comparison to traditional methods. However, our analysis has been limited to just one combination of assets per period. In the next section, we verify the results by testing the absolute and relative stability of tracking quality, for portfolios constructed using STEM-based methods.
5.4.3 Stability of methods using the STEM approach

5.4.3.1 Research method

The goal of this section is to analyse the absolute and relative stability of the tracking quality of portfolios generated using STEM-based methods. We use the same methodology as we used for the traditional methods in Section 4.2. We analyse five periods representing different market phases. The dataset contains daily prices for the S&P 1500 index and its constituents. 5,000 portfolios are randomly generated for each period and each portfolio size (we use the same asset combinations as in Section 4.2).

We analyse the eight methods from Table 5.1. Portfolio sizes \([60, 120, 240]\) are selected. To reduce the computational time, we choose the HO9.3 model selection method to determine the value of the penalty parameter \(C\), since it showed good results in the previous section. The range of possible values for the constant \(C\) is reduced to the values

\[
C = [2^{-10}, 2^{-8}, 2^{-6}, 2^{-4}, \infty].
\]

We conduct the same three analyses as in Section 4.2. First, we analyse the absolute stability of the tracking quality. Second, we examine the relative stability of the tracking quality. Third, we inspect the ability to predict the ex post tracking quality using the measures of tracking quality in the estimation period.

Additionally, we compare the tracking qualities of the portfolios generated using STEM-based methods with those of the portfolios generated using traditional methods.

5.4.3.2 Empirical results

Absolute stability of tracking quality

In the first piece of analysis, we examine the absolute stability of the tracking quality of the portfolios constructed using STEM-based methods of optimized sampling. The medians and IQRs, expressed in RMSE, for the estimation period and the investment period are reported in Table 5.10.
This shows the same picture as Table 4.11 did for traditional methods. The tracking quality improves as we increase the size of the tracking portfolio. This holds for the estimation period and for the investment period, for all market phases, and for all STEM-based methods.

To analyse the absolute stability of the tracking quality, we compute the ratio of the tracking quality in the investment period to the tracking quality in the estimation period for every portfolio. The median, minimal, and maximum values of these ratios are reported in Table 5.11.
When we compare these ratios with the ratios for the traditional measures (see Table 4.12), we can see that the ratios are lower for the STEM-based methods. Thus, the absolute stability of tracking quality is improved by using preliminary structures in the optimization problem.

**Relative stability of tracking quality**

To examine the relative stability of the tracking quality, we select the 10% of portfolios that perform best in the estimation period. We select them according to the method of index tracking in use. The CVAR_EW (CW), CVAR2_EW (CW) and SVM_EW (CW) methods are connected with the MAD measure. Therefore, we use this measure to select the best portfolios. For the MSE_EW (CW) methods, we use the MSE measure. The results are reported in Table 5.12.

### Table 5.11: Comparison of Ratios of Investment Period to Estimation Period Tracking Quality

<table>
<thead>
<tr>
<th>Size</th>
<th>SVM_EW</th>
<th>SVM_CW</th>
<th>CVAR_EW</th>
<th>CVAR_CW</th>
<th>CVAR2_EW</th>
<th>CVAR2_CW</th>
<th>MSE_EW</th>
<th>MSE_CW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Med</td>
<td>Min</td>
<td>Max</td>
<td>Med</td>
<td>Min</td>
<td>Max</td>
<td>Med</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td>1</td>
<td>1.10</td>
<td>0.64</td>
<td>1.96</td>
<td>1.08</td>
<td>0.53</td>
<td>2.05</td>
<td>1.09</td>
<td>0.46</td>
</tr>
<tr>
<td>120</td>
<td>1.20</td>
<td>0.64</td>
<td>1.98</td>
<td>1.17</td>
<td>0.57</td>
<td>2.04</td>
<td>1.14</td>
<td>0.56</td>
</tr>
<tr>
<td>240</td>
<td>1.39</td>
<td>0.84</td>
<td>2.36</td>
<td>1.33</td>
<td>0.74</td>
<td>2.31</td>
<td>1.24</td>
<td>0.58</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
<td>0.69</td>
<td>1.73</td>
<td>1.09</td>
<td>0.61</td>
<td>1.81</td>
<td>1.13</td>
<td>0.64</td>
</tr>
<tr>
<td>120</td>
<td>1.19</td>
<td>0.77</td>
<td>1.98</td>
<td>1.12</td>
<td>0.69</td>
<td>1.96</td>
<td>1.19</td>
<td>0.68</td>
</tr>
<tr>
<td>240</td>
<td>1.36</td>
<td>0.84</td>
<td>2.19</td>
<td>1.25</td>
<td>0.72</td>
<td>2.23</td>
<td>1.26</td>
<td>0.64</td>
</tr>
<tr>
<td>3</td>
<td>1.63</td>
<td>0.81</td>
<td>2.65</td>
<td>1.58</td>
<td>0.89</td>
<td>2.83</td>
<td>1.57</td>
<td>0.85</td>
</tr>
<tr>
<td>240</td>
<td>1.41</td>
<td>0.84</td>
<td>2.32</td>
<td>1.27</td>
<td>0.57</td>
<td>2.30</td>
<td>1.46</td>
<td>0.80</td>
</tr>
<tr>
<td>240</td>
<td>1.51</td>
<td>0.84</td>
<td>2.54</td>
<td>1.31</td>
<td>0.66</td>
<td>2.54</td>
<td>1.56</td>
<td>0.80</td>
</tr>
</tbody>
</table>

When we compare these ratios with the ratios for the traditional measures (see Table 4.12), we can see that the ratios are lower for the STEM-based methods. Thus, the absolute stability of tracking quality is improved by using preliminary structures in the optimization problem.

**Relative stability of tracking quality**

To examine the relative stability of the tracking quality, we select the 10% of portfolios that perform best in the estimation period. We select them according to the method of index tracking in use. The CVAR_EW (CW), CVAR2_EW (CW) and SVM_EW (CW) methods are connected with the MAD measure. Therefore, we use this measure to select the best portfolios. For the MSE_EW (CW) methods, we use the MSE measure. The results are reported in Table 5.12.
To analyse whether there is an improvement, we compute the ratio of the tracking quality of all 5,000 portfolios to the tracking quality of the best 10%. The results are shown in Table 5.13.

<table>
<thead>
<tr>
<th>Size</th>
<th>SVM_EW, RMSE%</th>
<th>CVAR2_EW, RMSE%</th>
<th>CVAR_EW, RMSE%</th>
<th>MSE_EW, RMSE%</th>
<th>SVM_CW, RMSE%</th>
<th>CVAR2_CW, RMSE%</th>
<th>CVAR_CW, RMSE%</th>
<th>MSE_CW, RMSE%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>IQR</td>
<td>Median</td>
<td>IQR</td>
<td>Median</td>
<td>IQR</td>
<td>Median</td>
<td>IQR</td>
</tr>
<tr>
<td>60</td>
<td>0.1682 ± 0.034</td>
<td>1.07 ± 0.03</td>
<td>0.1682 ± 0.034</td>
<td>1.07 ± 0.03</td>
<td>0.1682 ± 0.034</td>
<td>1.07 ± 0.03</td>
<td>0.1682 ± 0.034</td>
<td>1.07 ± 0.03</td>
</tr>
<tr>
<td>1,200</td>
<td>0.1325 ± 0.010</td>
<td>1.17 ± 0.02</td>
<td>0.1325 ± 0.010</td>
<td>1.17 ± 0.02</td>
<td>0.1325 ± 0.010</td>
<td>1.17 ± 0.02</td>
<td>0.1325 ± 0.010</td>
<td>1.17 ± 0.02</td>
</tr>
</tbody>
</table>

Table 5.12: Levels of Tracking Quality over the Five Time Periods (Best 10% of 5,000)
The results indicate that the difference between all 5,000 portfolios and the best 10% is not large, with the ratios near to unity in most cases. However, the tracking quality is more than doubled when we select the best 10% for the CVAR2_EW and MSE_EW methods.

To examine the relative stability further, we calculate the stability ratio, which was introduced in Section 3.4.2. The results are reported in Table 5.14.

<table>
<thead>
<tr>
<th>Size</th>
<th>SVM_EW</th>
<th>SVM_CW</th>
<th>CVAR_EW</th>
<th>CVAR_CW</th>
<th>CVAR2_EW</th>
<th>CVAR2_CW</th>
<th>MSE_EW</th>
<th>MSE_CW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>57.61%</td>
<td>61.80%</td>
<td>56.83%</td>
<td>67.34%</td>
<td>57.46%</td>
<td>67.47%</td>
<td>59.55%</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>60.01%</td>
<td>67.35%</td>
<td>56.73%</td>
<td>73.23%</td>
<td>62.02%</td>
<td>75.45%</td>
<td>61.53%</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>68.32%</td>
<td>73.63%</td>
<td>63.58%</td>
<td>86.85%</td>
<td>69.07%</td>
<td>92.59%</td>
<td>68.57%</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>60.62%</td>
<td>68.19%</td>
<td>62.40%</td>
<td>69.92%</td>
<td>69.84%</td>
<td>67.00%</td>
<td>70.18%</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>67.28%</td>
<td>71.11%</td>
<td>74.63%</td>
<td>72.89%</td>
<td>81.04%</td>
<td>73.77%</td>
<td>78.34%</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>74.70%</td>
<td>79.30%</td>
<td>79.38%</td>
<td>83.80%</td>
<td>80.52%</td>
<td>88.26%</td>
<td>78.15%</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>68.75%</td>
<td>71.59%</td>
<td>76.13%</td>
<td>75.74%</td>
<td>79.88%</td>
<td>80.34%</td>
<td>79.70%</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>70.68%</td>
<td>74.53%</td>
<td>82.08%</td>
<td>82.93%</td>
<td>84.95%</td>
<td>89.88%</td>
<td>83.30%</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>76.79%</td>
<td>82.18%</td>
<td>84.99%</td>
<td>89.96%</td>
<td>92.89%</td>
<td>95.88%</td>
<td>97.29%</td>
</tr>
</tbody>
</table>

Table 5.14: Stability Ratios for the STEM-Based Methods

The relative stability of tracking quality is better for the methods that use the EW structures than for those that use the CW structures. Comparing the stability ratios with those for the traditional methods, shown in Table 4.14, we can also observe an improvement in the relative stability of tracking quality in most cases when the EW structures are used.

To verify the results, the Spearman and Kendall rank correlation coefficients are calculated (see Table 5.15 and Table 5.16).

<table>
<thead>
<tr>
<th>Size</th>
<th>SVM_EW</th>
<th>SVM_CW</th>
<th>CVAR_EW</th>
<th>CVAR_CW</th>
<th>CVAR2_EW</th>
<th>CVAR2_CW</th>
<th>MSE_EW</th>
<th>MSE_CW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>44.79%</td>
<td>40.55%</td>
<td>45.42%</td>
<td>35.11%</td>
<td>45.30%</td>
<td>35.26%</td>
<td>42.76%</td>
<td>36.02%</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>42.20%</td>
<td>35.24%</td>
<td>45.22%</td>
<td>28.80%</td>
<td>40.34%</td>
<td>26.89%</td>
<td>27.60%</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>33.70%</td>
<td>24.89%</td>
<td>38.57%</td>
<td>15.63%</td>
<td>32.77%</td>
<td>9.93%</td>
<td>15.60%</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>41.54%</td>
<td>33.83%</td>
<td>39.43%</td>
<td>32.00%</td>
<td>34.97%</td>
<td>32.01%</td>
<td>37.00%</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>34.66%</td>
<td>30.64%</td>
<td>27.66%</td>
<td>29.30%</td>
<td>20.75%</td>
<td>28.07%</td>
<td>23.17%</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>27.42%</td>
<td>22.85%</td>
<td>24.11%</td>
<td>18.43%</td>
<td>20.91%</td>
<td>13.75%</td>
<td>23.42%</td>
</tr>
<tr>
<td>3</td>
<td>60</td>
<td>33.74%</td>
<td>30.84%</td>
<td>26.54%</td>
<td>22.49%</td>
<td>22.79%</td>
<td>21.99%</td>
<td>22.99%</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>32.00%</td>
<td>27.73%</td>
<td>20.18%</td>
<td>15.91%</td>
<td>17.29%</td>
<td>12.57%</td>
<td>18.99%</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>25.29%</td>
<td>19.74%</td>
<td>20.13%</td>
<td>7.52%</td>
<td>17.28%</td>
<td>1.63%</td>
<td>20.19%</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>36.25%</td>
<td>30.64%</td>
<td>32.49%</td>
<td>27.62%</td>
<td>33.20%</td>
<td>29.87%</td>
<td>31.12%</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>34.96%</td>
<td>29.36%</td>
<td>34.02%</td>
<td>23.92%</td>
<td>32.47%</td>
<td>23.80%</td>
<td>32.20%</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>28.08%</td>
<td>18.72%</td>
<td>33.36%</td>
<td>12.67%</td>
<td>31.29%</td>
<td>12.29%</td>
<td>31.95%</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>25.17%</td>
<td>16.72%</td>
<td>23.19%</td>
<td>11.54%</td>
<td>27.68%</td>
<td>16.31%</td>
<td>28.84%</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>25.90%</td>
<td>9.53%</td>
<td>25.75%</td>
<td>6.74%</td>
<td>29.16%</td>
<td>9.25%</td>
<td>33.75%</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>24.28%</td>
<td>9.11%</td>
<td>24.65%</td>
<td>8.99%</td>
<td>24.64%</td>
<td>6.67%</td>
<td>30.18%</td>
</tr>
</tbody>
</table>

* Significantly different from zero with level 0.05

Table 5.15: Kendall Rank Correlation Coefficients for the STEM-Based Methods
The results confirm the previous findings. Moreover, the tests indicate that all coefficients are significantly larger than zero. Hence, the tracking quality expressed in RMSE in the investment period is significantly positively dependent on the tracking quality expressed in RMSE in the estimation period. However, the correlation coefficients are lower than 50% in most of the cases. This shows that the tracking quality measure is not a good indicator of relative stability to use when selecting tracking portfolios.

To give an overview, we report the superior methods, according to relative stability, in Table 5.17.

<table>
<thead>
<tr>
<th>Stability ratio</th>
<th>Kendall Rank Correlation</th>
<th>Spearman Rank Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 60</td>
<td>CVAR_EW</td>
<td>CVAR_EW, CVAR2_EW</td>
</tr>
<tr>
<td>120</td>
<td>CVAR_EW</td>
<td>CVAR_EW</td>
</tr>
<tr>
<td>240</td>
<td>CVAR_EW</td>
<td>CVAR_EW</td>
</tr>
<tr>
<td>2 60</td>
<td>SVM_EW</td>
<td>SVM_EW, SVM_EW</td>
</tr>
<tr>
<td>120</td>
<td>SVM_EW</td>
<td>SVM_EW, SVM_EW</td>
</tr>
<tr>
<td>240</td>
<td>SVM_EW</td>
<td>SVM_EW, SVM_EW</td>
</tr>
<tr>
<td>3 60</td>
<td>SVM_EW</td>
<td>SVM_EW, SVM_EW</td>
</tr>
<tr>
<td>120</td>
<td>SVM_EW</td>
<td>SVM_EW</td>
</tr>
<tr>
<td>240</td>
<td>MAD</td>
<td>MAD</td>
</tr>
<tr>
<td>4 60</td>
<td>SVM_EW</td>
<td>SVM_EW, SVM_EW</td>
</tr>
<tr>
<td>120</td>
<td>SVM_EW</td>
<td>SVM_EW, SVM_EW</td>
</tr>
<tr>
<td>240</td>
<td>CVAR_EW</td>
<td>CVAR_EW</td>
</tr>
<tr>
<td>5 60</td>
<td>MSE_EW</td>
<td>MSE_EW, MSE_EW</td>
</tr>
<tr>
<td>120</td>
<td>MSE_EW</td>
<td>MSE_EW, MSE_EW</td>
</tr>
<tr>
<td>240</td>
<td>MSE_EW</td>
<td>MSE_EW</td>
</tr>
</tbody>
</table>

Table 5.17: Superior Methods, According to Relative Stability

It can be observed that the use of EW structures in the optimization problem helps to improve the relative stability of tracking quality.

**Prediction of ETQ**

In the next piece of analysis, we look at the ability to predict the ETQs for STEM-based methods in the investment period from the values of measures of tracking quality in the
estimation period. The tracking quality of the portfolios, generated by the STEM-based methods, is reported in Table 5.18. These results are calculated for the same tracking portfolios as were reported in Table 5.10, but here, instead of the RMSE measure, we report ETQs.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.6910</td>
<td>1.2949</td>
<td>1.1723</td>
<td>1.1368</td>
<td>1.6087</td>
<td>1.5040</td>
<td>1.2625</td>
<td>1.2425</td>
</tr>
<tr>
<td>2</td>
<td>1.2521</td>
<td>1.0074</td>
<td>0.8300</td>
<td>0.7935</td>
<td>1.4692</td>
<td>1.1633</td>
<td>0.9042</td>
<td>0.8858</td>
</tr>
<tr>
<td>3</td>
<td>0.9393</td>
<td>0.7581</td>
<td>0.6445</td>
<td>0.5903</td>
<td>1.1356</td>
<td>0.8356</td>
<td>0.6983</td>
<td>0.6716</td>
</tr>
<tr>
<td>4</td>
<td>0.7286</td>
<td>0.6179</td>
<td>0.5760</td>
<td>0.5247</td>
<td>0.7909</td>
<td>0.6794</td>
<td>0.8436</td>
<td>0.7712</td>
</tr>
<tr>
<td>5</td>
<td>0.5530</td>
<td>0.4555</td>
<td>0.4646</td>
<td>0.4224</td>
<td>0.6567</td>
<td>0.5471</td>
<td>0.6691</td>
<td>0.5547</td>
</tr>
</tbody>
</table>

Table 5.18: Ex Post Tracking Quality for the STEM-Based Methods

To verify whether it is possible to improve the average tracking quality in the investment period by selecting the best portfolios in the estimation period, we select the best 10% of the portfolios, according to their tracking quality in the estimation period. The medians and IQRs for this subset are reported in Table 5.19.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0659</td>
<td>0.9464</td>
<td>0.8629</td>
<td>0.7799</td>
<td>1.0722</td>
<td>0.9588</td>
<td>0.8823</td>
<td>0.7981</td>
</tr>
<tr>
<td>2</td>
<td>0.8652</td>
<td>0.7744</td>
<td>0.7974</td>
<td>0.7237</td>
<td>0.7925</td>
<td>0.7371</td>
<td>0.6743</td>
<td>0.6735</td>
</tr>
<tr>
<td>3</td>
<td>0.6337</td>
<td>0.5563</td>
<td>0.5048</td>
<td>0.4409</td>
<td>0.6086</td>
<td>0.5628</td>
<td>0.5344</td>
<td>0.5075</td>
</tr>
<tr>
<td>4</td>
<td>0.6930</td>
<td>0.5744</td>
<td>0.7792</td>
<td>0.7729</td>
<td>0.8101</td>
<td>0.7344</td>
<td>0.8485</td>
<td>0.7870</td>
</tr>
<tr>
<td>5</td>
<td>0.5625</td>
<td>0.5173</td>
<td>0.6518</td>
<td>0.5824</td>
<td>0.6436</td>
<td>0.6272</td>
<td>0.6392</td>
<td>0.5747</td>
</tr>
</tbody>
</table>

Table 5.19: Comparison of Ex Post Tracking Quality (Best 10%)
The results in Table 5.20 indicate that the tracking quality is only slightly improved in the top 10%. For period 2, there is even a decrease in the tracking quality when we select the 500 portfolios that perform best in the estimation period.

Next, we examine further whether it is possible to predict the ETQ from the tracking quality in the estimation period. To do this, we calculate the stability ratios (see Table 5.21).

Table 5.21 indicates that the predictability of the ETQ from the measures of tracking quality is low. In some of the cases, the stability ratio is close to 100%, indicating a random result. To verify these results, we compute the Kendall and Spearman rank correlation coefficients (see Table 5.22 and Table 5.23).

<table>
<thead>
<tr>
<th>Size</th>
<th>SVM_EW</th>
<th>SVM_CW</th>
<th>CVAR_EW</th>
<th>CVAR_CW</th>
<th>CVAR2_EW</th>
<th>CVAR2_CW</th>
<th>MSE_EW</th>
<th>MSE_CW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.59</td>
<td>1.37</td>
<td>1.36</td>
<td>1.35</td>
<td>1.46</td>
<td>1.69</td>
<td>1.57</td>
<td>1.43</td>
</tr>
<tr>
<td>2</td>
<td>1.41</td>
<td>1.30</td>
<td>1.39</td>
<td>1.52</td>
<td>1.85</td>
<td>1.95</td>
<td>1.50</td>
<td>1.34</td>
</tr>
<tr>
<td>3</td>
<td>1.48</td>
<td>1.28</td>
<td>1.28</td>
<td>1.31</td>
<td>1.87</td>
<td>1.48</td>
<td>1.31</td>
<td>1.32</td>
</tr>
<tr>
<td>4</td>
<td>0.98</td>
<td>0.88</td>
<td>0.99</td>
<td>0.95</td>
<td>0.88</td>
<td>0.75</td>
<td>1.05</td>
<td>0.97</td>
</tr>
<tr>
<td>5</td>
<td>1.00</td>
<td>0.92</td>
<td>1.03</td>
<td>0.97</td>
<td>0.91</td>
<td>0.74</td>
<td>1.00</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 5.20: Ratios of Ex Post Tracking Quality (5,000 / Best 10%)

Table 5.21: Stability Ratios for ETQ
The coefficients indicate the low dependence between the tracking quality in the estimation period and the ETQ in the investment period. Moreover, there are cases where the correlation coefficients are not significantly different from zero or even take negative values.

The analysis of the results demonstrates the poor ability of the tracking quality measures in the estimation period to predict the ETQ in the investment period. Predicting ETQ based on the tracking quality in the estimation period also depends on how close the portfolios are to each other in the estimation period. If they are very close to each other, then it is difficult to distinguish which will produce higher tracking quality in the investment period.

**Comparison of the methods in the investment period**

Next, we compare the traditional methods of index tracking with the STEM-based methods. In Table 5.24, we report the superior methods based on comparing the median ETQs for the traditional methods (reported in Table 4.17 in Section 4.2) with the median ETQs for the STEM-based methods given in Table 5.18.
The results indicate that it is possible to improve tracking quality by using structures.

To check the significance of our findings, we compare the methods using a paired Wilcoxon test. We test the null hypothesis that the median ETQ for one method is greater than or equal to the median ETQ for another method. Then we build a table, showing the results of this hypothesis for each pair of methods. If the hypothesis is rejected, then a “Y” is placed in the intersection of the column and row for this pair, otherwise a “N” is put in the cell. Table 5.25 shows an example of such a table for period 1 and a tracking portfolio (TP) of size 60.

The results in this table can be read as follows: is the median for the method in the row significantly lower than the median for the method in the column? The results indicate that the best method is MSE, because every cell in that row contains a “Y”, meaning that the median ETQ for the MSE is lower than the medians of all the other methods.

In the same way, we compare the median ETQs for the other time periods and portfolio sizes. The best methods according to these comparison are presented in Table 5.26.

The results indicate that the STEM-based methods are significantly better than the traditional methods in most cases. It is interesting to note that the objectives that are robust to outliers (CVAR and SVM) appear to be the best objectives to use in turbulent market phases (as
shown by our period 5). In other situations, it is sufficient to use the standard MSE objective with either the EW or CW structure.

Additionally, we test the tracking quality expressed in RMSE. The results of comparing the median RMSEs and the significance tests are reported in Table 5.27 and Table 5.28 respectively.

<table>
<thead>
<tr>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>MSE</td>
<td>TEV</td>
<td>MSE_CW</td>
<td>TEV</td>
</tr>
<tr>
<td>120</td>
<td>MSE_CW</td>
<td>MSE_EW</td>
<td>MSE_CW</td>
<td>TEV</td>
</tr>
<tr>
<td>240</td>
<td>MSE_CW</td>
<td>MSE_EW</td>
<td>MSE_CW</td>
<td>MSE_CW</td>
</tr>
</tbody>
</table>

Table 5.27: Best Methods According to a Comparison of Median RMSEs.

<table>
<thead>
<tr>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
<th>Period 4</th>
<th>Period 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>MSE_CW</td>
<td>TEV</td>
<td>MSE_CW</td>
<td>TEV</td>
</tr>
<tr>
<td>120</td>
<td>MSE_CW</td>
<td>MSE_EW</td>
<td>MSE_CW</td>
<td>TEV</td>
</tr>
<tr>
<td>240</td>
<td>MSE_CW</td>
<td>MSE_EW</td>
<td>MSE_CW</td>
<td>MSE_CW</td>
</tr>
</tbody>
</table>

Table 5.28: Best Methods as Indicated by Significance Tests Comparing RMSEs

The results once again indicate that the STEM-based methods are superior to the traditional methods in most of the cases.

5.4.3.3 Conclusion

Our four analyses of STEM-based methods indicate the following:

- In comparison to traditional methods, the STEM-based methods reduce the discrepancy in tracking quality between the estimation and investment periods, and as a consequence improve the absolute stability of tracking quality.
- The relative stability of tracking quality can be improved by using STEM-based methods with EW structures.
- The predictability of ETQ is not generally improved by including additional information in the optimization problem.
- Using STEM-based methods rather than traditional methods, it is possible to improve the average tracking quality. This is confirmed by the paired Wilcoxon test.
5.5 Summary

In this chapter, first, the SVM and SVR machine learning algorithms were described. These algorithms are constructed so as to focus on model performance over a test set and to solve the problem of overfitting to achieve a better generalization of the data. The problem of overfitting occurs when it is necessary to select one model from a complex set of models using only a small number of data points. The complexity or capacity of the set of models is measured using the VC dimension or DoF. Hence, it is possible to avoid overfitting by controlling the capacity of the set of models. The SRM principle allows us to determine the optimal capacity of the set of models, by using analytic and resampling model selection methods. Hence, the model selection methods help us to find appropriate parameterizations for the SVM and SVR methods. However, in the SVR algorithm, we have to select one further parameter: the size of the insensitive region. To do this, we can use the \( \nu \)-SVR formulation. Another method is to transform the SVR into the SVM, which does not require this parameter.

Next, we applied the SV techniques to an index tracking problem. This method has two important properties. First, it is robust to outliers, since it is based on the \( \varepsilon \)-insensitive loss function. Second, there is a capacity control on the set of models, which makes the estimation of the tracking portfolio resistant to the data used for the estimation.

To find the optimal capacity of the set of models, the STEM approach was introduced. STEM-based methods form a group of methods for index tracking, combining the data with preliminary knowledge expressed in informational structures. These methods have roots in statistical learning theory and can be based on different measures of tracking quality.

Then, we compared the STEM-based methods with other approaches to portfolio optimization and index tracking. The STEM-based methods extend the properties of the other methods, by using flexible informational structures in the space of portfolio weights.

Finally, we conducted an empirical comparison between the STEM-based methods and the traditional methods. The empirical results show that, by using STEM-based methods, we can improve the resistance of the tracking portfolio estimation by controlling the complexity of the set of models. The model selection methods can be used to determine the complexity of the model set, and this can make the STEM-based methods superior to the traditional methods in terms of their tracking quality in the investment period.
Additionally, we have shown that the STEM-based methods generate tracking portfolios with a better absolute stability of tracking quality than those produced by traditional methods. If we use an EW structure, it is also possible to improve the relative stability.

Our comparison of ex post tracking quality in the investment period indicated that, by using STEM-based methods rather than traditional, it is possible to improve the quality of tracking. Moreover, using objectives that are less dependent on outliers, for example CVAR or SVM, it is possible to lower the influence of extreme data points on the construction of tracking portfolios.
6 Concluding remarks

There are different methods of tracking indices, which can be classified into two groups: physical replication and synthetic replication. Each of the methods of index tracking have strengths and weaknesses as we have shown in Chapter 2. However, sampling is a physical replication method that can be applied to any index. It is more flexible than full replication, and more transparent than synthetic. These properties make it a good alternative for specific application.

But in Chapter 4 we have shown that traditional methods of sampling, which we described in Chapter 3, have weaknesses. They construct tracking portfolios that lack absolute and relative stability of tracking quality, and the estimation of tracking portfolio weights is not resistant to slight modifications of the data used for estimation. To overcome these weaknesses, we have developed in Chapter 5 a new approach to sampling, called structural tracking error minimization (STEM). This approach is based on statistical learning theory. The application of this theory has shown that the following factors should be considered when using optimization techniques to solve index tracking problem:

- the size of the dataset that is used for the tracking portfolio estimation;
- the number of assets in the tracking portfolio, whose weights we need to estimate;
- the capacity of the set of admissible portfolios that is used for the tracking portfolio estimation.

If there is a lack of data, or the data are not reliable, which is often the case in real-life problems, then it is possible to improve the tracking portfolio estimation by adding additional information about the portfolio weights. By adding this information, we reduce the set of admissible portfolios and, as a result, the tracking portfolio estimation is not so strongly affected by the data.

We empirically tested the STEM-based methods and compared them with the traditional methods. These methods may improve the absolute and relative stability of tracking quality, solve the overfitting effect, and increase the resistance of the tracking portfolio estimation.

The abovementioned properties of the STEM-based methods make them highly relevant for practical use, where the stability of the solution and its prediction quality are of high importance. Moreover, we have demonstrated by solving the index tracking problem that statistical learning theory may also be applicable for solving other optimization problems in finance, especially when the solution of the optimization problem is not stable and the problem of overfitting is acute. The improvement of the solution is due to the direct use of
preliminary information about the solution in the optimization problem. This procedure has a strong theoretical justification in statistical learning theory.

Future research is needed to further identify and empirically verify the informational structures that can be used to solve index tracking problems. Additionally, future research should investigate the possibility of using the STEM methodology to solve general portfolio optimization problems.
Appendix 1

Formula (Section 3.4.2)

\[ RS^{\text{rand}} = \frac{1}{M} \sum_{m=1}^{M} \left( \frac{m}{M} - \left( \frac{m}{M} \right)^2 \right) = \frac{1}{6} - \frac{1}{6M^2} \]

is valid.

Proof

Reformulating the expression for \( RS^{\text{rand}} \) one obtains

\[ RS^{\text{rand}} = \frac{1}{M} \sum_{m=1}^{M} \left( \frac{m}{M} - \left( \frac{m}{M} \right)^2 \right) = \frac{1}{M^2} \sum_{m=1}^{M} m - \frac{1}{M^3} \sum_{m=1}^{M} m^2. \] (6.1)

The formula for the sum of an arithmetic progression is as follows:

\[ \sum_{m=1}^{M} m = \frac{M(M+1)}{2}. \] (6.2)

The formula for the sum of the sequence of the squared natural numbers is as follows:

\[ \sum_{m=1}^{M} m^2 = \frac{M(M+1)(2M+1)}{6}. \] (6.3)

Substituting (6.2) and (6.3) into (6.1) gives

\[ RS^{\text{rand}} = \frac{(M+1)}{2M} - \frac{(M+1)(2M+1)}{6M^2} = \frac{1}{6} - \frac{1}{6M^2}. \]

QED

Formula (Section 3.4.2)

\[ RS = \frac{1}{M} \sum_{m=1}^{M} \left( \frac{m}{M} - \frac{D_m}{M} \right) = \frac{1}{4} \]

is valid for the first case:
\[ D_m = \max[0, 2(m - \frac{M}{2})] \]

and for the second case:

\[ D_m = \max[0, 2(m - 1 - \frac{M}{2})]. \]

**Proof**

For the first case

\[ R_{S_{\text{worst}}} = \frac{1}{M} \sum_{m=1}^{M} \left( \frac{m}{M} - \frac{\max[0, 2m - M]}{M} \right) = \frac{1}{M^2} \sum_{m=1}^{M} m - \frac{1}{M^2} \sum_{m=M+1}^{M} (2m - M) \] \tag{6.4}

The second term can be reformulated as:

\[
\sum_{m=M+1}^{M} (2m - M) = 2 \sum_{m=M+1}^{M} m - \frac{M^2}{2} = \frac{2M}{2} \left( \frac{M}{2} + 1 + M \right) - \frac{M^2}{2} = \frac{M(M + 1 + M)}{2} - \frac{M^2}{2} = \frac{M}{2} + \frac{M^2}{4}. \tag{6.5}
\]

Substituting (6.2) and (6.5) into (6.4) gives

\[ R_{S_{\text{worst}}} = \frac{(M + 1)}{2M} - \frac{1}{2M} - \frac{1}{4} = \frac{1}{4}. \]

For the second case,

\[ R_{S_{\text{worst}}} = \frac{1}{M} \sum_{m=1}^{M} \left( \frac{m}{M} - \frac{\max[0, 2m - 2 - M]}{M} \right) = \frac{1}{M^2} \sum_{m=1}^{M} m - \frac{1}{M^2} \sum_{m=M+1}^{M} (2m - 2 - M) \] \tag{6.6}

\[
\sum_{m=M+1}^{M} (2m - 2 - M) = 2 \sum_{m=M+1}^{M} m - \sum_{m=M}^{M} M = 2 \left( \frac{M}{2} + 1 \right) \left( \frac{M}{2} + \frac{M}{2} \right) - \left( \frac{M}{2} + 1 \right) M = \frac{M}{2} + \frac{M^2}{4}. \tag{6.7}
\]

Substituting (6.2) and (6.7) into (6.6) gives
\[ RS_{\text{worst}} = \frac{(M + 1)}{2M} - \frac{1}{2M} - \frac{1}{4} = \frac{1}{4}. \]

QED
Appendix 2

Proof of Proposition 5.1 (Section 5.1.6):

Inequalities

Subtracting the parameter $\theta > \varepsilon > 0$ from both sides in the inequalities for the regression problem and using $\sum_{i=1}^{N} w_i = 1$ it is possible to write

$$\sum_{i=1}^{N} w_i (y_i - x_{i,l} - \theta) - b \leq -(\theta - \varepsilon) + \xi_i$$

$$- \sum_{i=1}^{N} w_i (y_i - x_{i,l} + \theta) + b \leq -(\theta - \varepsilon) + \xi_i^*.$$  

(7.1)

It is always possible to find weights $w_i^c$, such that

$$w_i := \frac{w_i^c}{\sum_{i=1}^{N} w_i^c}.$$  

(7.2)

Substituting (7.2) into (7.1) and multiplying both sides by $\sum_{i=1}^{N} w_i^c > 0$ gives

$$\sum_{i=1}^{N} w_i^c (y_i - x_{i,l} - \theta) - b \sum_{i=1}^{N} w_i^c \leq -(\theta - \varepsilon) \sum_{i=1}^{N} w_i^c + \xi_i \sum_{i=1}^{N} w_i^c$$

$$- \sum_{i=1}^{N} w_i^c (y_i - x_{i,l} + \theta) + b \sum_{i=1}^{N} w_i^c \leq -(\theta - \varepsilon) \sum_{i=1}^{N} w_i^c + \xi_i^* \sum_{i=1}^{N} w_i^c.$$  

(7.3)

It is always possible to rescale $w_i^c$ such that

$$(\theta - \varepsilon) \sum_{i=1}^{N} w_i^c = 1.$$  

(7.4)

Reformulating this expression one obtains

$$\varepsilon = \theta - \frac{1}{\sum_{i=1}^{N} w_i^c} \geq 0.$$  

(7.5)

This constraint should be added to the optimization problem to limit $\varepsilon$.

Introducing the following new variables
\[ \xi_l^c = \xi_l \sum_{i=1}^{N} w_i^c \]
\[ \xi_l^c = \xi_l \sum_{i=1}^{N} w_i^c \]
\[ b^c = b \sum_{i=1}^{N} w_i^c, \]

(7.6)

and using the rescaling function (7.4) and the variables (7.6), one can rewrite equation (7.3) as

\[
\sum_{i=1}^{N} w_i^c (y_l - x_{i,l} - \theta) - b^c \leq -1 + \xi_l^c \\
- \sum_{i=1}^{N} w_i^c (y_l - x_{i,l} + \theta) + b^c \leq -1 + \xi_l^c^*. 
\]

The constraint \( \sum_{i=1}^{N} w_i = 1 \) can be omitted for \( w_i^c \)

\[
\sum_{i=1}^{N} w_i = \sum_{i=1}^{N} \frac{w_i^c}{\sum_{i=1}^{N} w_i^c} = 1. 
\]

**Norm constraint**

The norm constraint in the form

\[
\frac{1}{2} \| S(w - w_0) \|_2^2 \leq C 
\]

can be rewritten, using (7.2) as

\[
\frac{1}{2} \| S(w - w_0) \|_2^2 = \frac{1}{2} \| S\left( \frac{w^c}{\sum_{i=1}^{N} w_i^c} - w_0 \right) \|_2^2 \leq C. 
\]

Multiplying both sides of the inequality by \( (\sum_{i=1}^{N} w_i^c)^2 \neq 0 \) gives

\[
\frac{1}{2} \| S(w^c - w_0 \sum_{i=1}^{N} w_i^c) \|_2^2 \leq C (\sum_{i=1}^{N} w_i^c)^2. 
\]

We now introduce a new constant,
\[ C^c = C(\sum_{i=1}^{N} w_i^c)^2. \]

Using (7.5), we get

\[ C = \frac{C^c}{(\sum_{i=1}^{N} w_i^c)^2} = C^c(\theta - \varepsilon)^2 \leq C^c\theta^2. \]

The norm can be rewritten as

\[ \frac{1}{2}\|S(w^c - w_0 \sum_{i=1}^{N} w_i^c)\|_2^2 \leq C^c. \]  

(7.7)

**Objective**

The objective function has the form

\[ \sum_{i=1}^{L} (\xi_i + \xi_i^*) = \sum_{i=1}^{L} (\xi_i^c + \xi_i^{c*}) / \sum_{i=1}^{N} w_i^c. \]

The denominator is fixed because of (7.7).

Therefore, it is possible to minimize

\[ \sum_{i=1}^{L} (\xi_i^c + \xi_i^{c*}). \]

QED
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